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Preface

DOCUMENt CONVENTIONS .ttt e e e e et et et et e 1
Requesting Technical SUPPOrt. . ..ot e e e i e 2

Document conventions

The document conventions describe text formatting conventions, command syntax conventions, and
important notice formats used in Pulse Secure technical documentation.

Text formatting conventions

Text formatting conventions such as boldface, italic, or Courier font may be used in the flow of the text to
highlight specific words or phrases.

Format Description

bold text ldentifies command names

Identifies keywords and operands

Identifies the names of user-manipulated GUI elements

|dentifies text to enter at the GUI

italic text |dentifies emphasis

|dentifies variables

|dentifies document titles

Courier Font Identifies command output

Identifies command syntax examples

Command syntax conventions

Bold and italic text identify command syntax components. Delimiters and operators define groupings of
parameters and their logical relationships.

bold text Identifies command names, keywords, and command options.
ftalic text Identifies a variable.
[] Syntax components displayed within square brackets are optional.

Default responses to system prompts are enclosed in square brackets.

© 2019 Pulse Secure, LLC. 1
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Convention Description

{x|yl|z} A choice of required parameters is enclosed in curly brackets
separated by vertical bars. You must select one of the options.

x|y A vertical bar separates mutually exclusive elements.
<> Non-printing characters, for example, passwords, are enclosed in angle
brackets.

Repeat the previous element, for example, member[member...].

\ Indicates a “soft” line break in command examples. If a backslash
separates two lines of a command input, enter the entire command at
the prompt without the backslash.

Notes and Warnings
Note, Attention, and Caution statements might be used in this document.

Note: A Note provides a tip, guidance, or advice, emphasizes important information, or provides a reference to
related information.

ATTENTION
An Attention statement indicates a stronger note, for example, to alert you when traffic might be interrupted or

the device might reboot.

CAUTION
A Caution statement alerts you to situations that can be potentially hazardous to you or cause damage to

hardware, firmware, software, or data.

Requesting Technical Support

Technical product support is available through the Pulse Secure Global Support Center (PSGSC). If you have a
support contract, file a ticket with PSGSC.

Product warranties—For product warranty information, visit https://support.pulsesecure.net/product-
service-policies/

Self-Help Online Tools and Resources
For quick and easy problem resolution, Pulse Secure provides an online self-service portal called the Customer

Support Center (CSC) that provides you with the following features:
Find CSC offerings: https://support.pulsesecure.net
Search for known bugs: https://support.pulsesecure.net
Find product documentation: https://www.pulsesecure.net/techpubs
Download the latest versions of software and review release notes: https://support.pulsesecure.net

Open a case online in the CSC Case Management tool: https://support.pulsesecure.net

2 © 2019 Pulse Secure, LLC.
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To verify service entitlement by product serial number, use our Serial Number Entitlement (SNE) Tool:
https://support.pulsesecure.net

For important product notices, technical articles, and to ask advice:

Search the Pulse Secure Knowledge Center for technical bulletins and security advisories: https://
kb.pulsesecure.net

Ask questions and find solutions at the Pulse Community online forum: https://
community.pulsesecure.net

Opening a Case with PSGSC
You can open a case with PSGSC on the Web or by telephone.

+ Use the Case Management tool in the PSGSC at https://support.pulsesecure.net.
+ Call 1-844 751 7629 (Toll Free, US).

For international or direct-dial options in countries without toll-free numbers, see
https://support.pulsesecure.net/support/support-contacts/
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Traffic Manager Overview

This chapter introduces Pulse Secure Virtual Traffic Manager (the Traffic Manager), describes the available
product variants, and gives an overview of the content in this guide. This chapter contains the following
sections:

ABOULt This GUIdE . . . .o e e e e e e e e e e 5
Introducing the Traffic Manager . ... e i e e 5
Traffic Manager Product Variants . ... ...t e e e 7
Chapter OULINE . ... e e e e e e e e e e e 9

About This Guide

The Pulse Secure Virtual Traffic Manager: User’s Guide describes how to configure and manage Pulse Secure
Virtual Traffic Manager (the Traffic Manager).

Pulse Secure recommends first reading the Pulse Secure Virtual Traffic Manager: Installation and Getting Started
Guide applicable to your product variant for an introduction to installing the Traffic Manager and performing
basic configuration to load-balance services.

This document describes the features and capabilities of the Traffic Manager release 19.1.

Intended Audience
This guide is written for system administrators familiar with administering and managing Web services and
infrastructure.

This guide assumes you are familiar with networking terminology.

Introducing the Traffic Manager

The Traffic Manager product family provides high-availability, application-centric traffic management and load
balancing solutions in a range of software, appliance-ready, virtual appliance, and cloud-compute product
variants. They provide control, intelligence, security and resilience for all your application traffic.

The Traffic Manager is intended for organizations hosting valuable business-critical services, such as TCP and
UDP-based services like HTTP (Web) and media delivery, and XML-based services such as Web Services.

The Traffic Manager's unique process architecture ensures it can handle large volumes of network traffic
efficiently. Its inherent scalability allows you to add more front-end Traffic Manager or back-end servers to your
cluster as the need arises. The cluster size is unlimited, and the performance of the Traffic Manager grows in
line with the performance of the platform used.

© 2019 Pulse Secure, LLC. 5



The Traffic Manager represents a family of highly capable solutions that can be adapted and extended as new
requirements arise. Using the unique TrafficScript language and built-in Java Extensions you can write
sophisticated, tailored traffic management rules to inspect, transform, manage and route requests and
responses. TrafficScript rules can manage connections in any TCP or UDP-based protocol.

Traffic Manager products are secure out-of-the-box, and are hardened against intrusion and Denial-of-Service
(DoS) attacks. They incorporate the fastest and strongest ' (SSL) encryption technologies, and can efficiently
decrypt and re-encrypt large numbers of secure connections. TrafficScript rules, security policies and other
content-based calculations can be applied to encrypted requests while retaining full end-to-end security.

For critical, high-availability solutions, the Traffic Manager offers cluster redundancy. This allows you to have
unlimited numbers of active and passive standby front-end servers. If one of your active machines fails, a
standby server is automatically brought into action; in the case of subsequent failure, more standby servers
are available to take up the load. This ensures that there is no single point of failure in the system.

1. The Traffic Manager supports SSL and its successor TLS (Transport Layer Security). References to SSL throughout
this guide typically refer to both algorithms, unless specified independently.



Pulse Secure Virtual Traffic Manager: User's Guide

Typical Deployment

FIGURE 1 Atypical deployment using a cluster of Traffic Managers

Trafﬂc Manager Cluster

Content Transaction Application
Server Pool Server Pool Server Pool

Traffic Manager Product Variants
The Traffic Manager product family is available in a variety of software, hardware appliance, virtual appliance,
and cloud instance configurations.

All variants share the same core Traffic Manager software, but different versions might provide different levels
of functionality depending on the host platform or enabling license key.

This guide documents the full functionality of the Traffic Manager software with all options enabled. It might
describe features and capabilities that are not present or visible in the version of the product you are using.
Features present but not enabled are greyed-out and un-selectable in the Admin Ul

Pulse Secure provides a number of optional Traffic Manager components, available only through an
appropriate license key upgrade:

© 2019 Pulse Secure, LLC. 7



Pulse Secure Virtual Traffic Manager: User's Guide

Pulse Secure Virtual Web Application Firewall (vWAF): Provides advanced attack detection and
protection for your Web applications. See “The Pulse Secure Virtual Web Application Firewall” on
page 129 for more details about how this fits into your Traffic Manager infrastructure. For full product
details and instructions, see the Pulse Secure Virtual Web Application Firewall: User’s Guide, available from
the Pulse Secure Web site at www.pulsesecure.net.

Pulse Secure Web Accelerator (Web Content Accelerator): Provides content optimization functionality
for your Web applications. This is available as either a fully integrated component of the Traffic
Manager, or in standalone proxy mode whereby the load balancing aspects of the Traffic Manager are
disabled. Your sales representative can provide details about which variant is most appropriate for
your needs. “Using Pulse Secure Web Accelerator” on page 271, provides full details about how to
enable and configure Web Content Accelerator for your infrastructure.

Your product version specifications describe which capabilities are enabled in your particular variant. See also
the applicable Pulse Secure Virtual Traffic Manager: Installation and Getting Started Guide available from the Pulse
Secure Web site at www.pulsesecure.net.

The Traffic Manager Community Edition

When unlicensed, the Traffic Manager defaults to running as the Community Edition. In this state, the Traffic
Manager operates normally and with full functionality, but with a bandwidth limit of 10Mb/second and cluster
size limit of 4. The Community Edition is designed as a free, production-ready, variant of the Traffic Manager
useful for system administrators and application developers wanting to try out advanced vADC (virtual
Application Delivery Controller) capabilities in a production environment.

ATTENTION
Pulse Secure recommends that you contact your support provider for details of how to purchase a license key
suitable for your needs.

Supported Platforms

The Traffic Manager software can be deployed on a range of platforms, on physical or virtual servers, and in
cloud infrastructures. Refer to the release notes and documentation at www.pulsesecure.net for up-to-date
platform and version number requirements.

Software

The Traffic Manager is available as a software package suitable for deployment on existing supported Linux
and UNIX servers. Supported distributions are listed in the release notes as mentioned above.

Appliances

Pulse Secure provides the Traffic Manager as an appliance disk image, suitable for deployment on approved
server hardware platforms.

Virtual Appliances

Pulse Secure provides Traffic Manager virtual appliance packages for VMware vSphere, Citrix XenServer,
Microsoft Hyper-V, and QEMU/KVM.

8 © 2019 Pulse Secure, LLC.
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Cloud Computing Services

The Traffic Manager is supported for Amazon's Elastic Compute Cloud (EC2), Rackspace, Microsoft Azure, and
Google Compute Engine (GCE). Pulse Secure additionally supports installing the Traffic Manager software
variant on supported Linux and UNIX virtual machine instances running on EC2 and GCE.

Supported Cluster Combinations

As discussed in previous sections, The Traffic Manager is available as a number of product variants on a
selection of platforms. In addition to the core Traffic Manager software, various product options and
capabilities are available through a suitable license upgrade.

When clustering multiple Traffic Managers together for high-availability and redundancy, it is possible to take
advantage of The Traffic Manager's flexible architecture and host instances on different platforms within the
same cluster. However, some care must be taken to ensure that each cluster member is running the same
product configuration.

The following should be taken into account when planning your cluster:

Mixing different supported host operating systems for the software variant is supported and should
not adversely affect cluster operations.

Although mixing license key types is technically possible within the cluster, it is not recommended.
There are likely to be warnings and/or errors within the Admin Ul if features only licensed on a sub-set
of the cluster are used. This is due to the automatic config replicator attempting to apply non-licensed
functionality across the cluster.

Cloud instances cannot directly be clustered with non-cloud instances (software, virtual appliance,
hardware appliance). However, the multi-site cluster management' feature enables centralized control
of multiple Traffic Manager clusters regardless of location.

The VWAF feature cannot be used in a mixed-platform cluster (for example, software and virtual
appliance).

Having different product versions within a cluster is unsupported, except in the case of performing an
upgrade (or downgrade) of the entire cluster. During this transient state, some Traffic Managers will
report that they are running different versions to others in the cluster. This is to be expected, and you
should find that such error conditions are cleared once all cluster members have been upgraded.

ATTENTION
If you are in any doubt as to the potential effects of running your proposed Traffic Manager infrastructure, Pulse

Secure recommends contacting your support provider for assistance.

Chapter Outline
“Network Layouts” on page 13

This chapter discusses the network configuration needed for a typical traffic-managed server farm. It
covers hardware requirements, the layout of the network, IP addresses and DNS entries.

“Initial Configuration” on page 33
1. See "Multi-Site Cluster Management” on page 363

© 2019 Pulse Secure, LLC. 9
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This chapter explains the concepts of the Traffic Manager architecture, including its system of Virtual
Servers, Pools and Rules. It describes how to start managing your first service.

“Virtual Servers” on page 41

Virtual servers are one of the two fundamental configuration concepts in the Traffic Manager software.
This chapter describes virtual servers in more detail.

“Pools” on page 59

A pool is the second of the two fundamental configuration concepts in the Traffic Manager software.
This chapter describes pools in more detail.

“Traffic IP Groups and Fault Tolerance” on page 85

Fault Tolerance-resilience to failures of back-end servers or individual Traffic Manager systems-is
covered in this chapter.

“Key Features in the Traffic Manager Administration Interface” on page 101

Now that you have a basic Traffic Manager system running, this chapter covers the Traffic Manager's
performance monitoring and diagnosis functions and other tools in the Traffic Manager Administration
Interface.

“TrafficScript Rules” on page 137

This chapter introduces the TrafficScript language, used for writing rules to manage your traffic. It
explains how to create rules and gives some examples. A separate Pulse Secure Virtual Traffic Manager:
TrafficScript Guide describes the Traffic Manager's TrafficScript capability in full detail.

“Providing Authentication for your Services” on page 149

This chapter provides details about remote authentication support. Use the mechanisms described in
this chapter to add remote user verification to your services.

“Java Extensions” on page 159

This chapter describes the Traffic Manager's Java Extensions, allowing you to invoke Java code from
TrafficScript. A separate Pulse Secure Virtual Traffic Manager: Java Development Guide describes the Traffic
Manager's Java Extensions capability in full detail.

“Protocol Support” on page 163

Some protocols can benefit from specific support, and this chapter describes special protocol handlers
in the Traffic Manager.

“Session Persistence” on page 185

This chapter describes the Traffic Manager's session persistence features. It outlines some useful
session persistence strategies and explains how it is set up within the product.

“SSL Encryption” on page 197

This chapter deals with SSL decryption of incoming traffic, and encryption of requests being sent to the
back-end servers. It describes how to set up SSL certificates, authorities and revocation lists within the
product and how to apply them to your services.

© 2019 Pulse Secure, LLC.
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“Health Monitoring” on page 229

This chapter discusses the Traffic Manager's Health Monitoring capabilities. Health Monitors are used
to test the correct operation of back-end server nodes; in the event of a failure, they cause the Traffic
Manager to raise an alert, and to route traffic away from the failed node.

“Service Protection” on page 239

This chapter describes the service protection capabilities of the product. It explains how a class of
service protection settings can be defined in the catalog, and used by one or more services.

“Bandwidth Management” on page 247

This chapter describes the bandwidth management capabilities of the product. It explains how a class
of bandwidth management settings can be defined in the catalog, and used by one or more services.

“Request Rate Shaping” on page 251

This chapter describes how a Traffic Manager can be used to rate-shape requests to your servers and
applications to restrict users’ activities and prevent applications from being overwhelmed by requests.

“Service Level Monitoring” on page 257

This chapter describes the service level monitoring of the product. It explains how a class of service
level monitoring settings can be defined in the catalog, and used by one or more services.

“Content Caching” on page 261

This chapter describes the Traffic Manager's HTTP Content Caching capabilities. You can cache
commonly requested Web resources and respond to subsequent requests directly from the cache,
rather than forwarding many identical requests to the back-end server nodes.

“Using Pulse Secure Web Accelerator” on page 271

This chapter covers the Web Content Accelerator and how you can apply Web content optimization to
your Web services.

“Event Handling and Alerts” on page 303

This chapter describes how to control what the Traffic Manager does when particular events occur, and
how to inform or drive external management systems.

“Configuring System Level Settings” on page 313

This chapter describes additional system level configuration specific to hardware appliance, virtual
appliance, cloud instance, and certain software variants of the Traffic Manager.

“System Security” on page 325

This chapter gives tips for secure operation of your Traffic Managers. It covers firewalling and network
design, and Unix software permissions that are relevant to the Traffic Manager software.

“Administration System Security” on page 329

This chapter covers security measures to control access to the Administration Interface, including user
authentication against external databases.

“The Traffic Manager Control API” on page 345

© 2019 Pulse Secure, LLC. 11
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This chapter gives a brief introduction to the Traffic Manager's Control API. For full information, see the
separate Pulse Secure Virtual Traffic Manager: Control APl Guide, available from the Pulse Secure Web site.

“Command Line Interface” on page 349

This chapter covers the Command Line Interface in detail, with reference to the Control APl methods
defined in the Pulse Secure Virtual Traffic Manager: Control API Guide.

“Granular Configuration Import/Export with zconf” on page 359

This chapter describes the zconf command line utility that can be used to perform a fine-grained
import/export on individual configuration objects.

“Multi-Site Cluster Management” on page 363

Furthering the concept of a cluster of Traffic Managers, this chapter introduces the idea of combining
several clusters into one centrally managed multi-site super-cluster.

“The Traffic Manager DNS Server” on page 371

The Traffic Manager provides an internal DNS server capability as an alternative to externally sourced
DNS. This chapter discusses the implementation and configuration of the Traffic Manager DNS server.

“Global Load Balancing” on page 381

This chapter discusses the implementation of Global Server Load Balancing (GSLB) within the Traffic
Manager.

“FIPS Validation in the Traffic Manager” on page 401

This chapter provides details for prospective users looking for information on how FIPS is implemented
in the Traffic Manager.

“Kerberos Constrained Delegation Support” on page 411
This chapter discusses the Traffic Manager's implementation of the Kerberos protocol.
“Troubleshooting” on page 435

This chapter describes how to investigate and diagnose problems or unexpected behavior with your
load-balanced system.

“Glossary” on page 445

The Glossary defines some terms used in this manual. Some of these terms are used with varying
meanings in computing literature, so if in doubt you should refer to this section.

12 © 2019 Pulse Secure, LLC.
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Network Layouts

This chapter discusses the configuration of your network. It describes the hardware you will need for an
effective trafficcmanaged server farm, and the DNS and IP address layout. This chapter contains the following
sections:

Essentials of Network Configuration ........... . i e 13
Dedicated Management Network. ... ... e e e e 14
SIZING YOUr ClUSEr. . oo e e e e e e e 15
[P TranS ParENCY . o ottt e e e 17
Traffic IP Addresses and Traffic IP GroupsS. . ... .ot e e e 19
INtroducCtioN O IPVB. . . oo e e e 30

Essentials of Network Configuration
The components of a basic traffic-managed server farm are:

One or more front-end machines running the Traffic Manager software
A number of back-end servers (such as web or mail servers)

The front-end machines must be able to receive traffic from the Internet (or where the remote clients are
located). They must also be able to contact the back-end machines.

The back-end servers will usually be visible only from an internal network. The front-end machines do not
need to route traffic between the Internet and the back-end machines.

The Traffic Manager software is commonly deployed on a multi-homed machine. One network interface card is
visible to the Internet; one or more network interface cards are exposed to the internal private networks where
the back-end servers reside. It is also easy to configure a Traffic Manager on a machine with a single network
card (this is common in an evaluation or testing environment), where a Traffic Manager can contact both the
clients and the servers.

A fully fault-tolerant set-up will contain two or more front ends and several back-end servers. If any one
machine fails, the Traffic Manager's failover capability ensures that requests are routed to other machines,
ensuring there is no single point of failure in the system.

Note: Some product versions are restricted to just a cluster size of two Traffic Manager machines. Larger cluster
sizes can be used with a software key upgrade.

If hardware availability is limited, fewer servers can be used. In the minimal case, it is possible to install the

traffic management software and an Internet service on the same machine. This is not recommended, as it
reduces the usefulness of the product and the ability to provide fault tolerance in the event of a hardware

failure. It may, however, be useful for evaluation or demonstration purposes.
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The Traffic Manager can be used in conjunction with a stand-alone firewall. In this scenario, your Traffic
Managers should be visible from both the Internet and your internal network. Pulse Secure recommends you
place your Traffic Managers in the applicable DMZ.

Note: “System Security” on page 325 discusses the security aspects of network setup in more detail. Pulse
Secure advises you to read that chapter before setting up live services.

Dedicated Management Network

When you configure a Traffic Manager, you can choose to nominate a single management IP address. The
Traffic Manager then only accepts management traffic on that address. See the Pulse Secure Virtual Traffic
Manager: Installation and Getting Started Guide applicable to your product variant for the configuration
procedure required to set a dedicated management IP address.

For Traffic Manager documentation, see the Pulse Secure Web site at:
www.pulsesecure.net

Management traffic includes all access to the Web-based Traffic Manager Admin Ul, the Control API, the REST
API, and any configuration or state sharing within a Traffic Manager cluster.

Use can use the management IP address to provide a dedicated, trusted management network. Typically, each
host running a Traffic Manager has a dedicated network card that is connected to the management network.

Note: For more information on the security aspects of network setup, see “System Security” on page 325. Pulse
Secure recommends you read this chapter carefully before setting up live services.

To modify the management IP address on a fully configured Traffic Manager, login to the Traffic Manager
Admin Ul and click System > Security > Management IP Address and Admin Server Port. Set "bindip" to the
required management IP address, then click Update to save your changes. For software variants, you can also
rerun the "configure" script. Note that a software restart is required for this procedure.

ATTENTION

Each management IP address is a single point of failure in a Traffic Manager cluster. If the management network
fails, all inter-machine communication is lost and remote configuration using the Admin Ul, Control APl or REST
APl is impossible.

For resilience, the fault-tolerance messages that each Traffic Manager sends are broadcast over all network
cards. You can restrict this traffic to the management network in the Admin Ul

14 © 2019 Pulse Secure, LLC.
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Sizing Your Cluster

Back-End Servers

The Traffic Manager can support an unlimited number of back-end servers. These might include Web servers,
mail servers and FTP servers. They can run any software on any platform to provide the services the Traffic
Manager manages.

The servers can be arranged into pools to serve different types of content. For instance, you can have several
groups of Web servers, including Windows machines running [IS™ and UNIX machines running Zeus Web
Server or Apache™, to serve different types of static and dynamic Web content. The Traffic Manager's system of
pools and rules allows you to classify requests and send them to different groups of servers. Pools and rules
are explained in “Initial Configuration” on page 33

The number of servers you dedicate to a certain function may vary. To serve static Web pages, if requests are
light, two Linux machines could be sufficient; while more complex Sun JSP™ or Microsoft ASP pages might be
served by larger numbers of machines.

The Traffic Manager allows you to use any number of machines; should your requirements change, you can
add or remove back ends dynamically without disrupting your service.

Content Management on Back Ends
If a number of back ends serve the same site, changes in the site content must be propagated to each back-
end server. This can be done in one of two ways:

Each back end can store a local copy of the content, and the data can be synchronized regularly.

A shared file system can be used, such as an NFS file server. This stores the content, and each back-end
server retrieves data when required.

To serve static Web content, either content management method works well. For SMTP or POP3 servers, a
shared file system will be needed because files are modified by that service.

Front-End Servers

A simple deployment of Traffic Managers would involve one front-end machine. This gives access to the full
functionality of the Traffic Manager software, except for front-end fault tolerance. In other words, the Traffic
Manager machine is a potential single point of failure.

For a fully fault-tolerant set-up, two or more Traffic Managers should be used. Their IP addresses can be
arranged into a Traffic IP Group which provides fault tolerance if one machine should fail. Traffic IP groups are
described in “Traffic IP Groups and Fault Tolerance” on page 85

© 2019 Pulse Secure, LLC. 15



A common network deployment is to have the front-end machines on two separate networks: one to
communicate with the Internet, and one with the back ends (probably a private network). It is possible,
however, to deploy front ends and back ends on just one network. You should ensure that all machines
routable from the Internet are appropriately firewalled. See “System Security” on page 325 for a discussion of
firewalling and network security.

You might want to increase throughput by adding extra network cards to your Traffic Managers. Having two
network cards can also simplify deploying a Traffic Manager on two separate networks, although it is not
necessary for this.

The Traffic Manager is highly scalable. Adding more servers or upgrading your existing hardware will increase
the performance of your traffic management correspondingly. If you wish to add more Traffic Manager
machines later, this can be done easily without disturbing your existing set-up or interrupting your service.

Note: If you are using a software version of the Traffic Manager product family, you should ensure that the host
machine is not overloaded with other applications and services. For example, running a web browser or other
GUI tools on the same server will diminish the capacity of the software to manage traffic on the server.

The diagram that follows shows a typical trafficc-managed server farm. The front-end machines have separate
front-end and back-end network cards as described previously.
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FIGURE2 A fault-tolerant network with a cluster of Traffic Managers serving back-end nodes

Server 1 Server 2 Server 3
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Content served by the back ends is held on an NFS file server. Each back-end server has two network cards,
one to talk to the Traffic Manager machines and one to talk to this file server, to maximize throughput.

IP Transparency

Your Traffic Manager functions as a full application proxy, terminating network connections from remote
clients and making new connections to the selected back-end servers. It does not use the packet-orientated
NAT-based load balancing methods that simple layer-4 load balancers use.

With this architecture, the back-end server views the client's request as originating from the Traffic Manager,
not from the remote client. This can be a disadvantage if the back-end server performs access control based
on the client's IP address, or if the server wishes to log the remote IP address. This can often be worked
around by performing the access control or logging functions on the Traffic Manager itself, or by making use of
the “X-Forwarded-For” or “X-Cluster-Client-Ip” headers that the Traffic Manager can insert into every HTTP
connection to identify the client's IP address.
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In situations where these workarounds are not appropriate, the Traffic Manager can spoof the source IP
address of the server-side connection so that it appears to originate from the client's remote IP address. This
capability is known as IP transparency.

IP Transparency can be used selectively. For example, if the Traffic Manager was balancing traffic for a Web
farm and a mail farm, you might want SMTP traffic to be IP transparent, but not require that the Web traffic is
transparent.

Transparency is enabled on a per-pool basis; you can configure a Web pool that is not transparent, and an
SMTP pool that is transparent. The Web pool and the SMTP pool can balance traffic onto the same back-end
nodes, or different nodes.

IP Transparency is available by default on all versions of the Traffic Manager appliance image, virtual appliance,
or cloud service. Traffic Manager software variants can use native IP transparency functionality on Linux or
UNIX hosts under the following conditions:

The Traffic Manager software is installed and running as the root user.
The host operating system uses a kernel at version 2.6.24 or later.

The host operating system uses iptables at version 1.4.11 or later (versions of iptables earlier than
1.4.11 are also supported provided the “--transparent” option is available).

For kernel versions between 2.6.18 and 2.6.24, Pulse Secure provides support for IP Transparency through an
additional dedicated kernel module. For further information and to download the required software, see the
vADC documentation at the Pulse Community Web site (http://kb.pulsesecure.net).

Note: The downloadable Pulse Secure IP Transparency module is not supported on Linux kernels earlier than
version 2.6.18 or later than version 3.2.

If you are a current user of the Pulse Secure IP transparency module at the point you upgrade your kernel to
version 2.6.24 or later, the Pulse Secure IP transparency module takes precedence over native Linux IP
transparency support in order to minimize behavior changes during the upgrade process. However, Pulse
Secure strongly recommends scheduling an opportunity to uninstall the IP transparency module in order to
take advantage of the improved performance offered by the native Linux implementation.

Routing Configuration

Each server node that receives transparent traffic must route its responses back through the Traffic Manager
that sent it. This is achieved by configuring the default route on the node to be one of the back-end IP
addresses of the Traffic Manager. See your operating system documentation for details about configuring the
default route.

When the server node replies to a request, it will address its response to the remote client IP. Provided the
routing is configured correctly, the originating Traffic Manager will intercept this traffic, terminate the
connection and process it as normal. The Traffic Manager will then forward the (possibly modified) response
back to the client.
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It is normally appropriate to configure the Traffic Manager to simply forward on all other packets that are not

addressed to it. This will allow the system to function as a local router, so that servers using it as their default

route can then contact other systems on nearby or remote networks. The Traffic Manager will need to NAT any
packets that it forwards from back-end nodes on private networks.

Note: Refer to your operating system documentation to configure "IP Forwarding" on a host system running the
Traffic Manager software variant. See “Configuring System Level Settings” on page 313 to configure this
behavior on a Traffic Manager virtual appliance or cloud instance.

Local Routing Problems

If you use IP transparency, clients on the same network as the back-end nodes will not be able to balance
traffic through the Traffic Manager to those nodes.

This is because the back-end server nodes always attempt to reply to the source IP address of the connection.
If the source IP address (the client’s IP) resides on a local network, the server nodes will attempt to contact the
client directly rather than routing via the Traffic Manager system that originated the connection. The
connection will appear to hang.

In this case, it might be appropriate to segment the back-end network so that, from the server nodes'
perspective, the clients appear to reside on a separate subnet, which must be reached via the default gateway
(the Traffic Manager system). Alternatively, a TrafficScript rule could selectively set the source IP address of the
server connection to an IP on the Traffic Manager system if the client lies on the same network as the server
nodes.

IP Transparency and Traffic Manager Clusters
IP routing is more complex in the case where a cluster of Traffic Managers is used, because each server node
can only route back through one IP address.

See “Traffic IP Addresses and Traffic [P Groups” on page 19 for recommendations in this situation.

Traffic IP Addresses and Traffic IP Groups

In a typical network, your back-end servers will be arranged in a local network, with local IP addresses, and will
not directly contactable from the Internet. The front-end Traffic Manager machines will have externally
available IP addresses, and will be able to connect to the back-end machines over the local network.

The front-end machines will have permanent IP addresses on each network, with the front-end addresses
visible and routable from the Internet. These IP addresses are configured by the OS, and if the machine fails,
the IP address is lost.

For this reason, these permanent IP addresses are not suitable to use when you publish your services. In the
event of a hardware or system failure, your services would become partially or wholly unavailable.
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The Traffic Manager's fault tolerance capability allows you to configure Traffic IP addresses. These IP addresses
are not tied to individual machines, and the Traffic Manager cluster ensures that each IP address is fully
available, even if some of the clustered Traffic Manager machines have failed.

In a typical fault-tolerant configuration, the DNS name used to publish your services is configured to resolve to
the traffic IP addresses in your Traffic Manager cluster. This ensures that your services are always fully
available.

The traffic IP addresses are arranged into a Traffic IP group. This group spans some or all of your Traffic
Manager machines. The machines negotiate between them to share out the traffic IP addresses, each Traffic
Manager then raises the IP address (or IP addresses) allocated to it.

Setting up traffic IP groups is described in “Traffic IP Groups and Fault Tolerance” on page 85.

If any Traffic Manager machine should fail, the other Traffic Managers in the group detect this. One of them
then takes over the failed machine’s traffic IP addresses to ensure that the service is uninterrupted.

Note: By default, fault tolerance uses unicast traffic to distribute health information and to manage traffic to
multi-hosted Traffic IP Addresses. If you change your configuration to use multicast traffic, the switches that your
Traffic Managers are connected to must support IGMP snooping, and messages broadcast to the multicast
address used by your Traffic Managers should be forwarded to all Traffic Managers in the cluster.

When you join a Traffic Manager to an existing cluster, a number of tests are conducted automatically to
ascertain whether broadcast messages are correctly forwarded.

Traffic IP Address Modes

The Traffic Manager supports several modes:

Single-hosted: Traffic IP addresses are raised on a single Traffic Manager in your fault tolerant cluster.
If that Traffic Manager fails, another Traffic Manager will raise that IP address and start accepting traffic.

Multi-hosted: Traffic IP addresses are raised on all of the Traffic Managers in your cluster, using a
multicast MAC address that ensures that all incoming traffic is sent to all machines. A custom Linux
kernel module is used to evenly distribute the traffic between the working Traffic Managers.

Route Health Injection: Traffic IP addresses are raised "privately" (on loopback) by all participating
Traffic Managers, and dynamically advertised into the adjacent routing domain, using either Open
Shortest Path First, version 2, (OSPFv2) or Border Gateway Protocol (BGP) as the routing protocol. In
response, routers direct traffic to the active Traffic Manager. See “Route Health Injection and the
Network” on page 26.

Enabling Multi-Hosted Traffic IP addresses imposes a performance hit due to the additional packet processing
required by the Traffic Managers in your cluster. Empirical tests indicate that CPU utilization will increase by 25-
30% at moderate traffic levels (10,000 requests per second), with a corresponding limit on top-end capacity.
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Note: Multi-hosted IP functionality is available on all versions of the Traffic Manager hardware appliance and
virtual appliance. It is not included by default with the Traffic Manager software variant; however, you can
download and install it as an additional kernel module. Itis supported on Linux kernels, version 2.6.18 and later.
For further information regarding supported versions, see the Pulse Community Web site at http://
kb.pulsesecure.net.

Example Configurations

These configurations assume that you have two Traffic Managers in your cluster, but can be extended if your
cluster contains three or more Traffic Managers.

Active-Passive Configuration - Single-Hosted and Route Health Injection Modes

Suppose your Web site's external DNS name maps to the IP address 162.34.64.29. You have two Traffic
Manager machines handling traffic for a number of back-end Web servers:

With single-hosted mode, you can set up a single-hosted traffic IP group spanning both Traffic Manager
machines, containing this single IP address. The Traffic Managers will negotiate and one of them will
raise the IP address. It handles all the incoming requests. The second Traffic Manager machine is
available on standby. If the first machine should fail, the second machine takes over the IP address and
starts to manage the traffic.

With Route Health Injection (RHI) mode, you can set up an RHI traffic IP group spanning both Traffic
Managers, containing the single IP address. Set one Traffic Manager as active and the other as passive.
Both Traffic Managers advertise the IP address, using an OSPFv2 and/or BGP (depending on your
choice of routing protocol) metric to express preference (the active Traffic Manager uses a lower
metric). The upstream router (typically your default gateway) chooses the lowest metric route, sending
all traffic to the active Traffic Manager. If the Traffic Manager detects a failure, it cancels the
advertisement. If the router detects a failure, it disregards that route. In either case, the router switches
to sending traffic according to the next-best metric advertisement, which in this case is the passive
Traffic Manager.

The advantage of this configuration is that you can be confident that there is sufficient resource in reserve to
handle the traffic should one of the two Traffic Managers fail. Debugging and fault resolution is easier when
only one Traffic Manager is handling traffic.

Active-Active Configuration - Single and Multi-Hosted Modes

In an active-active configuration, both Traffic Managers manage your traffic. The distribution mode (single-
hosted IP or multi-hosted IP) controls how the traffic is shared between them.

With single-hosted mode, you can configure two traffic IP addresses in a traffic IP group, and configure your
DNS name to map to the two addresses, such as 162.34.64.29 and 162.34.64.30. The Traffic Managers will
negotiate to raise one traffic IP address each. A DNS server can allocate requests to each IP address in turn
(round-robin DNS), and each Traffic Manager handles the requests it receives.

If one of the machines fails, the other machine will detect this. It will then raise the failed machine’s traffic IP
address in addition to its own, and handle all the traffic sent to either address.
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With multi-hosted mode, you can continue to operate with one traffic IP address, simplifying your DNS and
reducing the number of externally facing IP addresses you require. The traffic IP address is raised on all of the
Traffic Managers in the traffic IP group, and incoming traffic to that IP address is shared evenly between the
Traffic Managers.

Active-Active with Loopback (Single External Address, Single Hosted Mode)

If multi-hosted mode is not available or prohibited in your infrastructure, you can distribute traffic load to all of
the Traffic Managers in your cluster, while still using a single external traffic IP address.

This configuration involves an additional "loopback" virtual server that listens for traffic on the external traffic IP
address and then load-balances the requests across the Traffic Managers using their permanent IP addresses.

FIGURE 3 A"loopback” virtual server takes a single traffic IP address hosted on one Traffic Manager and
distributes it to the rest

TrafficIP 198.51.100.1

.balances on to...

External IP S e 192.0,2,.30
Internal IP L] ] 10.100.1.2
..listening on...

First, create your primary virtual server that processes traffic and load-balances it across the back-end servers.
Configure this virtual server so that it listens on internal IP addresses and ports on each Traffic Manager, rather
than externally accessible ones. For example, the virtual server could listen on 192.0.2.1:80 and 192.0.2.2:80,

where the IP addresses are internally visible only.
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Then, create a second “loopback” virtual server that listens on the single external IP address and immediately
distributes traffic to the primary virtual server across the various Traffic Manager machines in your cluster.

As in the active-passive example, set up a single traffic IP address that will be raised by one Traffic Manager
only. Any traffic coming in to this address should then be processed by the simple loopback virtual server,
which is listening on that traffic IP address. The loopback virtual server should immediately select a loopback
pool that contains the internal IP addresses of the Traffic Manager machines in the cluster; the loopback pool
should use a either round-robin or least connections load balancing to evenly distribute traffic across the
Traffic Manager machines in the cluster. It should not use a load-balancing method that is influenced by
response time, as that will give very uneven request distribution.

The loopback virtual server uses little processing power. Ensure that all of the CPU-intensive processing is
performed by the primary virtual server - tasks such as SSL decryption, rules, content compression, and so on.

This method splits the load of more intensive tasks between the two Traffic Managers. If either Traffic Manager
fails, the service will continue to run (perhaps with a momentary interruption to some traffic). For example, if
the Traffic Manager that is hosting the external traffic IP address were to fail, the traffic IP would be transferred
to the remaining Traffic Manager. The loopback pool will detect that one of the nodes was unavailable and
direct all traffic to the primary virtual server running on the remaining Traffic Manager.

The target virtual server will observe the connection originating from the loopback virtual server, not the
remote client. Generally, the “X-Forwarded-For” or “X-Client-Cluster-Ip” headers can be used to determine the
correct source for the connection, but in the common case where SSL requests are forwarded by the loopback
virtual server, you should use the ssl_enhance and ssl_trust_magic settings described in the Preserving IP
Addresses with SSL Forwarding section in “SSL Encryption” on page 197

Multiple-Redundant (N+M) Configuration

In the earlier cases, two Traffic Manager machines are used; if one should fail, a single point of failure is
introduced into the system. When running mission-critical services, a higher level of protection can be
employed by incorporating several additional Traffic Manager machines to form a multiple-redundant cluster.

Suppose that in normal operation you want to use N active Traffic Managers. You would then incorporate M
passive Traffic Managers, where M is the number of machines that could potentially fail without reducing the
number of Traffic Managers in operation.

To achieve this arrangement, you would need N+M front-end machines running the Traffic Manager. You can
create a traffic IP group containing N traffic IP addresses, yet spanning all N+M machines. If a machine in your
active group fails, a backup machine from the passive group is brought into active duty to take up the load. If
another machine fails, an additional passive Traffic Manager becomes active, and so on. This is a typical
clustering arrangement incorporating multiple layers of redundancy.

23



Pulse Secure Virtual Traffic Manager: User's Guide

Using IP Transparency with a Cluster

Using IP transparency with a cluster of Traffic Manager machines introduces additional complexity because
each server node is configured to route to a single Traffic Manager IP address. However, any of the Traffic
Manager machines in the cluster may send transparent connections to the server nodes, and the nodes must
route each response back via the Traffic Manager that originated the connection.

Active-Passive Configuration

With a single active Traffic Manager configuration, this can be achieved using the keeptogether setting in a
traffic IP group that uses single-hosted IP addresses.

Create a traffic IP group containing two IP addresses; the front-end IP address for incoming traffic, and a back-
end IP address that resides on the server side network. Select the keeptogether option in the traffic IP group.

Configure each back-end server to route all traffic via the back-end IP address you configured in the traffic IP
group.

FIGURE 4 The Traffic IP and Internal IP are bound together in a traffic IP group
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With this configuration, both IP addresses will be hosted on the same Traffic Manager machine. If that machine

were to fail, both IP addresses would be migrated to the same passive machine, making it the new active
machine. The back-end servers will now route traffic back via the new active machine.

Active-Active Configuration

With a configuration involving multiple active Traffic Managers, it is necessary to partition your back-end
servers into groups, one for each active Traffic Manager machine. These groups should then be defined as
pools within the Traffic Manager Admin Ul, adding each back-end server as a node accordingly.
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All servers in the same pool should have their default route configured to be the back-end IP address of the
corresponding Traffic Manager. Please refer to your operating system documentation for more details about
how to manipulate your server route settings.

FIGURES  Partitioning your servers into Traffic Manager specific pools
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TrafficScript rules can then be used to select the correct pool to route traffic to, based on either of the
following items:

The name of the Traffic Manager that is managing that connection.
The local client-side IP address (if using several "keeptogether" Traffic IP Groups in single-hosted mode).

The following code snippet demonstrates how this might work (using the Traffic Manager name as the
selection criteria):

Shostname = sys.hostname () ;

if( $Shostname == "TM1" ) {
pool.use( "TM1 nodes" );

}

if ( $hostname == "TM2" ) {
pool.use( "TM2 nodes" );

}

if ( $Shostname == "TM3" ) {

pool.use( "TM3 nodes" );
}

ATTENTION

This configuration does, however, include the limitation whereby if a Traffic Manager fails the associated pool
will become redundant. Additionally, session persistence cannot reliably be used (particularly if multi-hosted IP
addresses are in use).
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IP transparency can be used selectively. For example, suppose that a Traffic Manager cluster is managing high
volume Web traffic to www.mysite.com, and low volume SMTP traffic to mail.mysite.com. Only the SMTP traffic
needs to be transparent. In this case, the following is true:

www.mysite.com can resolve to several IP addresses in an Active-Active TrafficCluster configuration
without IP transparency.

mail.mysite.com can resolve to a single IP address using the Active-Passive keeptogether configuration
described above.

Route Health Injection and the Network

When using Route Health Injection (RHI), the Traffic Manager communicates with routers in the adjacent
routing domain. Once it has established communication, the Traffic Manager joins the routing domain and
advertises RHI traffic IP addresses into it.

FIGURE 6 Advertising traffic IP addresses using RHI
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domain

Switch

Such advertisements are dynamic and respond automatically to your Traffic Manager configuration changes
that create, destroy, or move RHI traffic IP addresses. The advertisements also respond automatically to
failures detected by the Traffic Manager, and through the routing domain's dynamic routing protocols, to
network failures that are not local to the Traffic Manager.
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RHI is therefore able to work in a wide variety of deployments. For example, on a small scale to manage simple
local failover (such as within a single datacenter rack), and on a large scale to manage traffic distribution and
failover between different datacenters within an enterprise or across the whole Internet.

RHI operates using RHI-designated IPv4 traffic IP groups. In a single location, you can use an RHI traffic IP group
serviced by either a single active Traffic Manager, or an active-passive pair of Traffic Managers (See "Active-
Passive Configuration - Single-Hosted and Route Health Injection Modes" on page 43).

Note: RHI does not support Traffic IP groups based on IPv6 addresses.

To increase scale, you can repeat this pattern in further Traffic Manager datacenter locations as necessary.
Different locations use different RHI traffic IP groups, where the Traffic IP addresses in each group are identical,
but the OSPFv2 or BGP metrics used are typically different.

Note: For OSPFv2, this scenario requires all datacenters to be in the same routing domain. For BGP, datacenters
can be internal or external to the routing domain.

Locations might have different priorities. For example, with a two-location primary-standby datacenter
deployment, you configure the following:

1. Inthe primary datacenter, configure a primary RHI traffic IP group serviced by an active-passive Traffic
Manager pair.

2. Inthe standby datacenter, configure a standby RHI traffic IP group serviced by an active-passive Traffic
Manager pair.

3. Configure the standby RHI traffic IP group with a very high metric, such that the primary datacenter is
always preferred unless it is unavailable.
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FIGURE 7 A dual datacenter deployment with RHI
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Alternatively, your datacenter locations might have similar priority, resulting in multiple active locations where
routing decisions are based on using the best route, according to the network topology. This is often referred
to as an anycast configuration. To achieve it, configure the RHI traffic IP groups in each location with the same
metrics.

Note: RHI implemented with BGP over multiple locations requires other parts of your infrastructure to be
configured to support it. In other words, you must ensure that the routers between your datacenter locations
respect the supplied metrics, and do not have other policies configured that might influence location choice.

The Credentials Used for RHI Communications

To implement RHI, each Traffic Manager communicates with adjacent routers using OSPFv2 or by establishing
a session with BGP. You must configure your Traffic Manager with suitable credentials to enable the Traffic
Manager to establish communications with an adjacent OSPFv2 or BGP enabled router. This process is called
“peering” with the router.

Note: OSPFv2 communication requires multicast.

You can create clusters of Traffic Managers that use the same credentials. Each cluster (or each Configuration
Location within a Multi-Site Manager cluster; see "Multi-Site Cluster Management" on page 404) uses one set
of credentials, and therefore all Traffic Managers in the cluster (or Configuration Location) join the same area
(for OSPFv2) or Autonomous System (AS) (for BGP).

If you have multiple locations that require different credentials, the Traffic Managers in the different locations
do not need to be clustered. If, however, you want to cluster them, you must use the Traffic Manager's Multi-
Site Manager functionality.

To enter your OSPFv2 or BGP credentials, use the System > Fault Tolerance page.

For further details about OSPFv2/BGP configuration and RHI traffic IP group configuration, see “Traffic [P
Groups and Fault Tolerance” on page 85
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Troubleshooting RHI Issues

The Traffic Manager uses third party routing software for RHI operations. This routing software logs RHI events
to a specific file in your file system: $ZEUSHOME/ log/routing sw

The contents of this file are included in your Technical Support Reports (see “Getting Help” on page 444) and
can be useful to your support provider in troubleshooting RHI communication problems in your Traffic
Manager deployment.

This log file is subject to the following rotation policy:

For Virtual Appliance and Cloud instances, the Traffic Manager performs log rotation automatically
using a fixed file size (50 MB by default). Archived logs are compressed with the "gzip" compression
method and stored under a name containing the date and a sequential number.

For software instances, you must enact your own rotation policy. To inform the Traffic Manager that the
log file has been rotated (moved), use the script $ZEUSHOME/ zxtm/zebos/bin/reload logfile
post-rotation to restart the logging process in a new file.

An Introduction to OSPFv2 and BGP

The Traffic Manager supports Open Shortest Path First version 2 (OSPFv2) and Border Gateway Protocol (BGP)
as routing protocols for RHI.

OSPFv2 is an “interior gateway protocol”, typically used to distribute routes inside a single Autonomous
System (AS) on a network, for example, with ISPs or large company networks. OSPFv2 enables routers to auto-
discover and synchronize with other OSPFv2-configured routers in the same AS.

OSPFv2 works at Layer 3, using raw IP packets rather than over TCP or UDP, using a Time-To-Live (TTL) value of
1. It uses multicast addressing to flood routing information to the next router in the chain, and it is able to
handle its own error detection and correction. OSPFv2 is typically internal to a body such as an ISP and is quick
to converge (when a route changes, convergence is achieved when all routers in a network agree the new
quickest route).

For further information on OSPF, see http://en.wikipedia.org/wiki/Open_Shortest_Path_First.

BGP is, by comparison, an exterior gateway protocol, typically used to distribute routing and reachability
information outside of individual AS's.

Note: BGP can still be used as an interior gateway protocol. For this purpose, the Traffic Manager uses Internal
BGP (known as iBGP) for information exchange. For communication between routers in different ASs, the Traffic
Manager uses External BGP (known as eBGP).

Unlike OSPFv2, rather than being able to auto-discover their peers, BGP enabled routers require you to define
the explicit configuration of the neighbors with which they expect to establish sessions.

For further information on BGP, see www.bgp4.as.

You can configure the Traffic Manager to use either, or both, of these protocols to advertise IP addresses and
to have these advertisements propagate through the network. To enable and use Route Health Injection with
your services, see “Creating a Traffic IP Group” on page 87.
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Introduction to IPv6

IPv6 is a network layer protocol used in switching-packet networks. The main characteristic of IPv6 is the large
amount of available addresses, as it uses 128 bits-long addresses instead of the 32 bits length provided by
IPv4. It also simplifies the network management avoiding the use of complex subnetting schemes.

Some of the advantages provided by IPv6 are:

IP security

Mobile IP addresses
Simplified header structure
Address auto-configuration

Anycast (one address out of many) and mandatory multicast addresses

Main Features of IPv6 in the Traffic Manager
The Traffic Manager provides the following aspects of IPv6 support:

The Traffic Manager acts as a gateway for IPv6
The Traffic Manager can process different IP address versions at your front end and back-end servers
The Traffic Manager is able to work in IPv4-IPv6 mixed-networks, and in just-IPv4 networks

IPv6 unicast addresses can be used for configuring your Traffic Manager wherever IPv4 addresses can be used:
in traffic IP addresses (excluding RHI and multi-hosted traffic IP addresses), when specifying nodes or the
addresses a virtual server is listening on, in TrafficScript rules, and so on.

Your Traffic Manager can also function as a gateway from IPv4 to IPv6 or vice versa and even both at the same
time.

Technical Restrictions

ATTENTION
Some restrictions apply when using IPv6 in the Traffic Manager environment. Although they should not affect

the normal running of the software, these restrictions must always be taken into account.
This is a list of the main restrictions regarding the use of IPv6:

The internal communication between different Traffic Managers is done over the IPv4 protocol.
Heartbeat messages only work on IPv4, as does the administration server.

When using a hostname in the configuration of a back-end node, the Traffic Manager will first look up
the IPv4 address. If you want to use the IPv6 address of a machine where the DNS has both IPv4 and
IPv6 addresses, you must enter the IPv6 address directly.

If a host has only an IPv6 address in the DNS, that address will be used.
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Tuning Duplicate Address Detection

Note: This section applies only to the Traffic Manager software variant. Traffic Manager hardware appliances,
virtual appliances, and cloud variants are automatically configured with Duplicate Address Detection correctly
tuned.

The Duplicate Address Detection (DAD) feature of many operating systems seeks to ensure that two machines
do not raise the same address simultaneously. This feature can conflict with the Traffic Manager's fault
tolerance; when an IP is transferred from one Traffic Manager system to another, timing conditions may trigger
DAD on the Traffic Manager that is raising the address. The DAD feature can be tuned as follows:

Linux: the sysctls are called net.ipv6.conf.default.dad_transmits and net.ipv6.conf.all.dad_transmits.
Add (or change) these lines in /etc/sysctl.conf to:

net.ipvé6.conf.default.dad transmits = 0
and:
net.ipvé6.conf.all.dad transmits = 0

For immediate change, issue this command for each relevant interface (eth1 in this example), plus
“default” and “all”:

# sysctl -w net.ipv6.conf.ethl.dad transmits=0
# sysctl -w net.ipvé6.conf.default.dad transmits=0

# sysctl -w net.ipv6.conf.all.dad transmits=0
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Initial Configuration

This chapter explains how to set up a basic traffic-managed site. It contains the following sections:

Architecture CoNCePES vttt e e e e e e e e e e 33
Managing Your FIrSt SeIVICe. . ..ot e e et e e e 35
Creating @ ClUuSter . ... e e e e e 37

Architecture Concepts

A Traffic Manager manages traffic for network services like Web and application servers (HTTP, HTTPS), Web
services (SOAP), mail (SMTP, POP, IMAP) and other protocols such as DNS and streaming media.

A “service” is published as an IP address and port, and accepts traffic using the appropriate protocol.

A website might be hosted at www . example. com. This website name is then mapped through DNS to resolve
to an IP address, and you configure your Traffic Manager service to listen on that IP address for a particular
traffic type on the corresponding port (for example, HTTP traffic on port 80).

For example, an Internet Service Provider (ISP) publishes its POP3 and SMTP mail servers as
pop.example.comand smtp.example.com. Each of these servers has a DNS entry linking it to an IP
address:

pop.example.com has address 192.0.2.150
smtp.example.com has address 192.0.2.157

pop.example.com listens on port 110 for POP3 traffic, while smtp.example. com listens on port 25 for
SMTP traffic.

Within a Traffic Manager, all the traffic for a particular service is handled by a “virtual server”. This is the
interface between a Traffic Manager and the Internet, and is set up for a specified port and protocol; typically,
it will manage all the traffic for that protocol.

When the virtual server receives a request, it assigns it to a “pool”. This is a collection of “nodes”, each
corresponding to a back-end server and port, such as serverl.example.com:80. The pool load-balances
traffic across the nodes. You can set up several pools, which might have nodes in common.

To decide which pool to use for a request, the virtual server can apply a list of “rules”. A rule inspects the
incoming request, and decides what action to take with it. It can choose a pool to handle the request, close the
request, or pass the request on to the next rule in the list. If no rule makes a positive routing decision, the
request is assigned to the virtual server's “default pool”.

If a node in the pool should fail, the Traffic Manager's “monitors” detect this automatically. Consequently, the
Traffic Manager stops sending requests to that node. Traffic is distributed among the other nodes in the pool
with no visible disruption to the service.
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FIGURE 8 A basic Traffic Manager configuration
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A Traffic Manager machine can run many virtual servers, one for each service it manages. Each virtual server
can use several rules and pools, and various monitors can watch the pools.

Pool

Rules and monitors are organized into “Catalogs”. The Rules Catalog, for instance, holds all the rules which
have been written for the system. A rule in the catalog can be applied to any virtual server easily. Other shared
items, such as SSL certificates and service protection classes, are also held in catalogs.

Two or more Traffic Manager machines can be arranged in a “cluster”. Configuration is shared across all the
Traffic Manager machines in the cluster; each machine runs the same virtual servers, using the same rules, and
so on.

The public traffic IP addresses used for your services can be arranged into “traffic IP groups”. A traffic IP group
spans some or all of the Traffic Managers in the cluster, and these Traffic Managers host the group's IP
addresses between them. If a Traffic Manager machine should fail, one of the other machines in its traffic IP
group raises its IP address. This, with the pools’ failover system, gives full fault-tolerance for both front ends
and back ends.

While a Traffic Manager is running, hostnames are re-resolved at regular intervals, usually of no more than 5
minutes. This provides an efficient re-resolving of nodes whenever the DNS changes.
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Managing Your First Service

To begin managing your first service, create a virtual server and a default pool. There are two ways to do this:
using the “Manage a New Service” wizard or the “Configure” pages.

Browse to the Web address of the Admin Ul of your fully configured Traffic Manager. Log in with your
username and password.

Note: For full details of how to install and configure the Traffic Manager, see the Pulse Secure Virtual Traffic
Manager: Installation and Getting Started Guide for the product variant you are using.

Using the Wizard to Create a Virtual Server and Pool

Click the "Wizards" drop-down menu and select Manage a New Service. Step through the instructions that
follow.

1. Specify a name that you will use to identify the virtual server. Choose a protocol and port for the virtual
server (e.g. HTTP, port 80).

FIGURE9  Three basic parameters to define the server: name, protocol, and port number
Manage a new Service, step 2 of 4

2. Specify the service

Please enter a brief name to identify the service you would like to balance.
Name: Web Traffic

Please select the protocol that the service uses,
Protocal: HTTP A

Please specify the port that the protocol listens on,
Port: a0

| Cancel | | < Back | |Nextln- |

2. Create a list of back-end nodes, which will form the default pool for the virtual server. The nodes are
identified by hostname and port. You can modify them later from the Pools > Edit page (see “Pools” on
page 59). You should ensure that you can serve content directly from the hostname-port combinations

you specify.
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FIGURE 10 Creating nodes for the server

Manage a new Service, step 3 of 4

3. Specify the back-end nodes

Please enter the hostname and port of each node:

Hostname: serverd.mysite.com Port; 80 Add Mode

Nodes:

server!.mysite.com:80
server? mysite.com:80
serverd.mysite.com:80

To remave a node from the list, select it and press 'Remove node’:  Remeove Node

Cancel 4 Back MNaxt

Note: If, for evaluation purposes, you are running a Traffic Manager on the same machine as your web server
(or other test server), you need to make sure the two services are listening on different ports.

For example, suppose you are managing traffic to a Web server. The default HTTP port is 80; so you
might have the Web server listening on port 8080 and the Traffic Manager listening on port 80. This
means that entering the machine name in a browser (such as server1.mysite.com) will send traffic via
the Traffic Manager.

Review the settings you have chosen, then click Finish.

You can now test your Traffic Manager setup by browsing to the machine and port you set up for your
new service.

Note: Names for virtual servers, pools, error files, and so on, cannot begin with a period (.), an underscore (),
or a pound sign (#), and cannot end with a tilde (~).

Creating a Pool and Virtual Server Manually

Click the Services button on the top bar of the Admin Ul. Use the Services pages to manage your virtual
servers, pools, and Traffic Managers.

Creating a Pool

1.

36

First you must create a pool of back-end servers. Click the Pools tab and fill in the details in the “Create
a New Pool” section.

Choose a name for the pool, and enter a list of nodes (unless you enable Autoscaling, in which case no
nodes are required). Each node should be listed in the form “server1.mysite.com:80", where 80 is the
port “server1”is listening on. The nodes should be separated by spaces:
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sl.mysite.com:80 s2.mysite.com:8080 s3.mysite.com:80

2. Click Create Pool. You will be taken to the Pools > Edit page for your new pool, where you can edit its
basic and more advanced settings.

Creating a Virtual Server

1. Click the Virtual Servers tab to create a new virtual server. You must specify a name, a protocol, and
the port the virtual server is to listen on. If you are installing the Traffic Manager and your server
software on the same machine, note the comment about port numbers in the previous section.

You must select a default pool for the virtual server. Requests will be assigned to this pool unless a rule
specifies another pool or action.

2. C(lick Create Virtual Server. You are taken to the Virtual Servers > Edit page for your new virtual
server, where you can edit basic and advanced settings. These include the IP addresses (specified by
domain name or address) the virtual server listens on.

Creating a Cluster

The Traffic Manager is often deployed as clusters of two or more instances for fault tolerance (see “Traffic IP
Groups and Fault Tolerance” on page 85) and management reasons. All of the Traffic Managers in a cluster
share the same service configuration and are managed as a single entity.

Note: System-specific settings, however, such as network configuration remain unique to each cluster member
and must be managed individually.

You can join Traffic Manager systems together to form a cluster using one of the following methods:

To create a new Traffic Manager cluster from scratch, choose one Traffic Manager as the first cluster
member. Then, log in to the admin Ul on each of your other Traffic Managers in turn, and use the “Join
a cluster” wizard to join with the first Traffic Manager.

To join an existing Traffic Manager cluster, login to the Admin Ul on each new instance and use the “join
a cluster wizard” to join each of these with the existing cluster.

Note: In a cluster, all Traffic Managers are considered equal. You can access the Admin Ul on any of your Traffic
Managers, and the configuration changes you make are automatically replicated across the cluster. All of the
Traffic Managers function together to provide fault tolerance and simplified management.

Joining a Cluster

Log in to the Admin Ul on one of your Traffic Managers and select Join a cluster from the "Wizards:" drop
down box in the tool bar.
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FIGURE 11 Creating a cluster using the wizard

e = ager Appliance: Develope ode

#Sm s = FO0

Cluster: OK

ob/s |

Wizards v

Last successful login by admin: 2017-09-28 16:43:33 -0700 from 10.197.220.95 (UI) on vtm-01.
Failed login attempts since then: none.

Traffic wtm-01

Managers 10‘62.165‘98

Services

@g Web Traffic E]E] s @] Web Traffic

Help

Wizards

Manage a new service
Optimize a3 web application
Disable a node

Drain a node

Reactivate a node
Remove a node

SSL Decrypt a service
Enable/Disable a rule
Backup my configuration
Restore from a backup
Free up some disk space

The Cluster Joining wizard starts in a separate pop up window.

FIGURE 12 Step 1 of the Cluster Joining wizard

Cluster Joining wizard, step 1 of 5

1. Getting Started

This wizard joins your current traffic manager to an existing cluster so that it can share the cluster's

configuration and traffic.

Joining a new cluster will remove this traffic manager from its current cluster.

Would you like to select an existing cluster from a list of available clusters on your network, or enter the

Administration Server address and port of a specfic traffic manager to join?
© Select existing cluster
Manually specify host/port

Cancel < Back Mext b

To instruct the Traffic Manager to automatically scan the network for contactable Traffic Managers, click "select
existing cluster”. Alternatively, to enter a specific hostname and port you want to join, click "Manually specify

host/port". Click Next to continue.

The next step reflects the choice you made in Step 1. If you clicked "select existing cluster”, the Traffic Manager
presents a list of discovered Traffic Manager instances and clusters.

FIGURE 13 Selecting an existing Traffic Manager cluster to join

Cluster Joining wizard, step 2 of 5

2. Cluster selection

Please select the cluster you wish to join:

Cluster 1. aknox-02.cam.zeus.com:9092

Cluster 2: apritchard-12.cam.zeus.com:5090

Cluster 3: coeus.cam.zeus.com:9090

Cluster 4: fry:9090

Cluster 5: rkistruck-2b:9090 rkistruck-2d.cam.zeus.com: 9090
Cluster 6: jmoore-01:9090

Cluster 7: jsteele-00.cam.zeus.com:9090 jsteele-04.cam.zeus.com:5090

Cancel 4 Back

Next &

If you clicked "Manually specify host/port", enter your hostname and port number in the boxes provided.
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FIGURE 14 Enter a specific hostname and port number to join

Cluster Joining wizard, step 2 of 5

2. Cluster selection

Please provide the admin server host and port of one of the machines in the cluster you wish to join:

Hostname: 10.62.165.97
Port: 8080

| Cancel | | #Back | |Nextw |

Click Next to continue.

To connect to the specified instance or cluster, you must verify the identity of the Traffic Managers within the
cluster, and provide the administration credentials used by the cluster.

FIGURE 15  Authenticating the selected cluster

Cluster Joining wizard, step 3 of 5

The admin server you are clustering with is using an SSL certificate with the following SHA-1 fingerprint:

B6:35:68:29:76:56:15:C8:FF:76
10.62.165.97:9090 ¥
69:89:DA:30:7A:DB:02:68:2A:89

P Unfold to view full certificate details ...

Please check the box beside the fingerprint above to indicate that you have verified it or that you trust
the network between it and this system.

If you do not already have this fingerprint on record you can get it by logging into the target admin
server and visiting the System > Security page. (Refer to the product documentation for further
information on cluster security.)

Enter the username and password of a user in the target cluster with permission to add and remove
traffic managers.

Username: admin

Password: |seees

| Cancel | | #Back | | Nextw |

Pulse Secure recommends that you verify the identity of each Traffic Manager in the cluster you want to join.
To verify a Traffic Manager's identity, check the displayed SHA-1 fingerprint against the fingerprint shown in the
target Traffic Manager's Admin Ul, in System > Security.

Tick the checkbox next to each Traffic Manager hostname to confirm you trust it's identity, and then enter the
cluster admin username and password. Click Next to continue.

Check your settings and click Finish to join the cluster. The Traffic Manager software reconfigures itself and
presents a new home page showing all connected Traffic Manager instances in the Traffic Managers list.

To add further Traffic Managers to the cluster, run the “Join a cluster” wizard on the Admin Ul of each Traffic
Manager you want to add.
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If you want to join a Traffic Manager to an existing cluster, but the cluster does not appear in the list in the
wizard, check your network configuration and cabling and ensure that the network permits multicast and
broadcast packets.

Joining Clusters with Traffic IP Groups

If the cluster already has one or more Traffic IP groups configured, the wizard can add the new Traffic Manager
to these Traffic IP groups so that it starts handling traffic immediately.

However, this is likely to result in a number of connections being dropped at the instant the new Traffic
Manager is added to the Traffic IP group, because allocations of traffic need to be transferred to the new Traffic
Manager. In this case, you can select to add the new Traffic Manager as a "passive" member of the Traffic IP
group. It does not accept any traffic until another member of the group fails.
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Virtual Servers

This chapter describes the concept of a virtual server, a configuration object used to represent the interface
between a Traffic Manager and the Internet. It contains the following sections:

INErOdUCTION . . e 41
APPlYINg RUIES . . 43
SO DLy P ON . ettt e e e 44
Service Protection Classes . .ot e 45
Bandwidth Management Classes ... ...ttt e e e et 45
Service Level Monitoring Classes ... v vttt et e e e e e 46
HTTP Content Caching . ..ot e e e e e e e e 46
Web AcCCelerator . ... 46
HTTP Content ComPreSSION. « vttt ettt e e ettt et naas 47
ConNection ANalYtiCS. . oot e e 48
REQUEST LOZEINg . .ottt e e e e e 50
ProtOCOl SEttiNES o ottt e e 52
Introduction

A virtual server manages all the traffic for a specified port and protocol. It can apply rules to decide which pool
should handle a request, and can decrypt SSL traffic if required.

The Traffic Manager supports a wide range of protocols. Specialized handlers are provided for complex
protocols such as HTTP, RTSP and SIP, and the software can load-balance TCP connections and UDP sessions
using the “Generic” protocol versions. Details about the protocol support available can be found in “Protocol
Support” on page 163

To view a list of your virtual servers, click Services > Virtual Servers. Click the name of an existing virtual server
to modify its settings, or create a new virtual server using the “Create a new Virtual Server” section.

Using Virtual Servers

Generally, you should plan to run one virtual server for each distinct service you are running. That is, each TCP
or UDP port you are accepting traffic on.

For example, you should run one virtual server for HTTP, irrespective of how many distinct Web sites you are
running on port 80. This differs from the way you might configure a Web server, where you configure one
virtual server for each distinct Web site. If you need subtly different traffic management configurations for each
Web site, these can be implemented using TrafficScript to control how the traffic is managed.
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A typical Traffic Manager installation might only have 5 or 10 virtual servers configured. If you anticipate having
more than 100 virtual servers, you should plan to manage your Traffic Manager system using the
programmatic Control API (see ) or REST API (see the Pulse
Secure Virtual Traffic Manager: REST APl Guide) rather than the Web-based Admin Ul.

Selecting a Protocol

When you configure a virtual server, you need to specify the protocol of the traffic it is handling. The protocol
value is the internal protocol used within the Traffic Manager to parse and interpret the traffic. Choose the
most appropriate protocol setting for the traffic you are managing.

The “Generic Server First”, “Generic Client First” and “Generic Streaming” protocols are simple TCP protocol
handlers that process TCP connections, forwarding data between clients and servers. The three protocols
differ as follows:

When the Traffic Manager receives a connection on a ‘Generic Server First’ virtual server, it immediately
runs any TrafficScript rules, makes a load-balancing decision and connects to a back-end server. It then
relays data bi-directionally between the client and the server.

This selection is appropriate for protocols where the server application writes a “handshake” or
“banner” message when the client application connects, before the client writes any data to the server.

When the Traffic Manager receives a connection on a “Generic Client First” virtual server, it does not
process the connection until some data has been received from the client. The Traffic Manager then
runs TrafficScript rules, makes the load-balancing decision, connects to the selected back-end server
and writes the data previously received from the client. The Traffic Manager then relays data bi-
directionally between the client and the server.

This selection is appropriate for protocols where the server expects the client to initiate the dialog by
writing data first.

The “Generic Streaming” protocol resembles Generic Server First, however is an appropriate choice
where the virtual server is expected to handle non-request/response data originating from either the
client or the back-end server. The Traffic Manager runs associated TrafficScript rules each time, makes
a load-balancing decision and then relays data bi-directionally between the client and the server.

This selection is appropriate for protocols where the server or client may initiate the dialog, but not
automatically expect a response to any data received.

These generic protocols are the foundation that other TCP protocol handlers are built upon. The generic
protocols allow you to inspect and rewrite request and response data and synchronize the communications
between the client and the server, but only at a very low level.

The other TCP protocol handlers in the software are specialized for particular protocols - FTP, HTTP, and so on.
When you select a more specialized protocol such as HTTP, the following conditions are true:

Additional protocol-specific options are made available in the configuration of the virtual server and
pool, such as “keepalive” settings for HTTP or security settings for FTP.

The Traffic Manager parses messages in that protocol and allows you to use additional TrafficScript
functions to manage the request and response data more easily; helper functions to read and set
Cookies in an HTTP transaction, for example.



You can use the appropriate basic “Generic” protocol handler when you are processing a high-level protocol
such as HTTP. If you do so, you will be unable to use the specialized handling for that protocol.

A virtual server also supports traffic over UDP. You can select either basic UDP (for a simple UDP request-
response protocol such as DNS) or UDP streaming (where the server may send a limitless number of UDP
packets in response to a request).

Refer to “Protocol Support” on page 163 for more details about specific protocol support.

Note: If the Traffic Manager decrypts SSL-encrypted traffic, references to protocol refer to the protocol of the
decrypted traffic. For example, if the Traffic Manager is receiving HTTPS traffic on port 443 and uses SSL
decryption to decrypt it, then the protocol in use within the Traffic Manager is HTTP.

Applying Rules
A virtual server examines a request using TrafficScript rules to choose an action to take. Each rule examines
the request, possibly modifies it, and performs a final action:

Choose a pool to handle the request.

Close the request.

Log the transaction.

Do nothing; the request is passed to the next rule in the list.

Each virtual server is associated with a “default pool”. If no rule makes a positive routing decision, the request is
assigned to this pool.

A rule can also selectively enable or disable features in the Traffic Manager for that specific connection. For
example, a rule can specify that the request should use a particular session persistence class, or that the
response should not be cached.

Rules are constructed using Pulse Secure's TrafficScript language. This has the capability to inspect all aspects
of the incoming request, from the source and destination port and IP to the type and actual content of the
traffic. TrafficScript incorporates support for XPath (a language used to query XML documents), XSLT, and other
XML-specific capabilities. These are often used by SOAP-based protocols employed by Web services, and
enable complex data to be exchanged and understood automatically without user intervention.

Rules are applied in the order that you specify. You can apply rules to each incoming request, to each outgoing
response, and at the completion of a transaction.

Create your rules in the rules catalog (see the Catalogs > Rules page of the Admin Ul) and apply them through
a virtual server. Any virtual server can use any rule from the catalog.

To add a rule to your virtual server, go to the applicable Virtual Servers > Edit page and click Rules. For
request rules, use the "Request Rules" section. Likewise, for response and transaction completion rules, use
the "Response Rules" and "Transaction Completion Rules" sections, respectively. Select a new rule to add from
the drop-down box in the desired section, then click Add Rule.
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The rules for your virtual server are shown in a list, and are applied in the order shown. Move a rule up or
down the list using the grab handle to the left of each rule bar. Using the mouse pointer, drag and drop the
rule to the new position you want it to be in; the Traffic Manager reorders the list automatically. If you have only
one rule, no grab handle is displayed, and you cannot drag rules between sections.

You can disable a rule in the list to temporarily stop it from being executed, and re-enable it to make it active
again.

For non-HTTP protocols that conduct a lengthy dialog with many requests and responses in one connection,
you can choose whether a rule should be run “once” (just against the first request) or against “every” request.
“TrafficScript Rules” on page 137 covers creating and applying rules in more detail.

The TrafficScript language is documented in a dedicated reference guide, available from the Pulse Secure Web
site at:

Www.pulsesecure.net

SSL Decryption

A virtual server can decrypt SSL traffic. This can be useful for two reasons:

1. After decryption, a rule can analyze the request's headers and contents to make an informed routing
decision. Without decrypting the packets very little information is available.

2. Decrypting requests requires processing power. It may be more efficient if the Traffic Manager decrypts
requests before passing them on to the nodes, reducing the load on the back-end servers.

If traffic is decrypted in order to apply rules, you may wish to re-encrypt it before sending it on to the back
ends. Re-encryption is handled by the pools (see “SSL Encryption” on page 64).

To set up a virtual server to decrypt SSL traffic, go to the Virtual Servers > Edit page for that virtual server and
click SSL Decryption. You can choose whether to decrypt traffic, and which certificate from the SSL Certificates
Catalog to use. You can also configure the allowed cipher suites and the SSL or TLS (Transport Layer Security)
versions for each virtual server.

You can also choose whether to request an SSL client certificate. These serve to identify the client, and you can
use them to restrict access to only those individuals you choose.

The Traffic Manager can also check client certificates using OCSP (Online Certificate Status Protocol). OCSP is
an alternative to Certificate Revocation Lists (CRLs) and allows the Traffic Manager to obtain the revocation
status of a client certificate. Clients making TLS connections can request that the virtual server supply status
information for the server's certificate as part of the TLS handshake. Enable “OCSP Stapling” to instruct the
Traffic Manager to retrieve the necessary OCSP responses and include them in its handshake messages.

The Traffic Manager's SSL capability is described in detail in “SSL Encryption” on page 197.
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Decrypting SSL Pass-Through Traffic

Recall that the protocol value for a virtual server refers to the internal protocol that the Traffic Manager is
managing, after performing transformations such as SSL decryption.

If the protocol value for the virtual server is set to "SSL", this indicates that the virtual server is just forwarding
SSL traffic in SSL pass-through mode. If you want to configure SSL decryption, you must first change the
protocol value to the correct value for the internal protocol (for example, HTTP). In this case, your pools are
probably sending traffic to nodes which expect SSL encrypted traffic, so you will also need to configure SSL
encryption in the pools.

You can use the “SSL Decrypt a Service” wizard to configure an SSL pass-through service to decrypt traffic in
the virtual server, and re-encrypt it in the pool. This wizard is described in “SSL Decryption Wizard” on
page 199.

Note that only some protocols support SSL decryption. SSL decryption is not available for UDP based
protocols, or for protocols that cannot be automatically wrapped with SSL such as SIP.

Service Protection Classes

A “service protection class” is a group of settings you specify to protect your service against malicious attacks,
such as Denial of Service (DoS) and Distributed Denial of Service (DDoS). You can create a service protection
class in the Service Protection Catalog, and configure settings such as:

Lists of banned and trusted IP addresses. Connections from these IP addresses are never allowed and
always allowed, respectively.

Limits on the number of connections from one machine or a group of machines.
A limit on the connection rate from any one IP address.
Restrictions on HTTP requests, such as whether they should be strictly RFC2396-compliant.

You can apply a service protection class to a virtual server by clicking the Classes link on the appropriate
Virtual Servers > Edit page. In the Service Protection section, select a class from the list and click Update.

Service protection is covered in detail in “Service Protection” on page 239.

Bandwidth Management Classes

A "bandwidth management class” defines a bandwidth limit that virtual servers can apply to data sent to
clients. For example, if several large download connections were assigned a shared limit bandwidth class of
250Kbits, these connections could not consume more than this limit.

You can apply a bandwidth management class to a virtual server by clicking the Classes link on the appropriate
Virtual Servers > Edit page. In the Bandwidth Management section, select a class from the list and click
Update. This will have the effect of limiting all the traffic the virtual server manages to the defined value in the
class, according to the limit sharing type specified (per-connection, per-machine, or cluster-wide).

Bandwidth Management is covered in detail in “Bandwidth Management” on page 247.
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Note: Bandwidth Management is not available on all Traffic Manager configurations. If required, it can be
obtained via a software or license key upgrade.

Service Level Monitoring Classes

“Service Level Monitoring (SLM) classes” are used to monitor the level of service (response time) that end users
of the service are receiving. An SLM class defines a desired response time. It also defines percentage tolerance
limits; if the percentage of requests that meet the desired response time falls below these limits, an alert or log
message is raised.

You can apply a service level monitoring class to a virtual server by clicking the Classes link on the appropriate
Virtual Servers > Edit page. In the Service Level Monitoring section, select a class from the list and click
Update. This will cause the virtual server to monitor and log the response times for all of the connections it
manages, and raise log+ messages or alerts in the event of service level problems.

Service Level Monitoring is covered in detail in “Service Level Monitoring” on page 257.

Note: Service Level Monitoring is not available on all Traffic Manager configurations. If required, it can be
obtained via a software or license key upgrade.

HTTP Content Caching

A Traffic Manager HTTP virtual server can detect commonly requested HTTP resources, and remember their
content if it does not change each time it is requested. This capability is called “Content Caching".

When the virtual server sees subsequent requests for the same resource, it can return the content for the
resource directly from the local cache, rather than forwarding the request on to a (possibly overloaded) back-
end server. This capability reduces the load on the back-end servers and improves the performance and
capacity of your HTTP services.

Clicking the Content Caching link on the Virtual Servers > Edit page shows you the settings for content

caching. You can enable the content caching capability, and specify how long various types of content are
cached for. Content caching is only available for HTTP virtual servers, and for virtual servers accepting and
decrypting HTTPS traffic.

Content Caching is described in detail in “Content Caching” on page 261.

Note: HTTP Content Caching is not available on all Traffic Manager configurations. If required, it can be obtained
via a software or license key upgrade.

Web Accelerator

Pulse Secure Web Accelerator (Web Accelerator) provides optimization technology for your Web content. It
automatically optimizes Web page markup and elements, such as HTML code, images, scripts, and custom

style sheets, so they load faster for end users. Reducing Web page load time is vital to improving end user

experience.
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Where possible, versions of these optimized elements are internally cached for an even quicker response to
subsequent requests. These accelerated Web pages are faster to load and can also save on data traffic and
server infrastructure, thanks to better bandwidth utilization.

To enable Web Accelerator for your services, click the Web Accelerator link on the Virtual Servers > Edit
page. Note that this facility is only available for your HTTP virtual servers.

For full details on Web Accelerator settings, see “Using Pulse Secure Web Accelerator” on page 271.

Note: Web Accelerator functionality is not available as standard on all Traffic Manager configurations. If you
require Web Accelerator, contact Pulse Secure Support for a software or license key upgrade.

HTTP Content Compression

The Traffic Manager can compress an HTTP response when it sends it to the remote client. This can reduce
your bandwidth usage, and speed up the delivery of large Web pages to clients with slow connections.

Not all browsers can receive compressed content; those which do specify this in the HTTP request headers.
The Traffic Manager compresses content only for those browsers which are able to decompress it.

Some Web servers are also able to compress content, so it may be more efficient to spread this work across
your Web servers instead of using the Traffic Manager for this purpose. However, enabling compression on
both should not cause any problems.

Clicking the Content Compression link on the Virtual Servers > Edit page shows you settings for content
compression. You can choose whether to enable compression; which MIME file types to compress; and the
size of documents that should be compressed.

If you offer large files for download from your site, it may be sensible to pre-compress them rather than have a
server do this each time they are requested.

Controlling Content Compression

The Traffic Manager can compress HTTP responses if the request contains an “Accept-Encoding: gzip” header.
The Traffic Manager checks the request before and after running TrafficScript rules; if the header is present in
either case, the Traffic Manager will compress the content.

For example, you can configure a rule to remove the Accept-Encoding header from a request. In this case, the
back-end server will never send a compressed response (because it never sees the header), but the Traffic
Manager will compress the response from the back-end server if the remote client supports compression. This
technique can be used to offload all compression tasks from the back-end server onto the Traffic Manager.

You can also control whether the Traffic Manager compresses content using the http.compress.enable ()
and http.compress.disable () TrafficScript functions.

47



Pulse Secure Virtual Traffic Manager: User's Guide

Connection Analytics
To facilitate efforts in tracing and debugging traffic to your services, the Traffic Manager can display full details
about each connection handled by a virtual server.

To enable this feature for a virtual server, click Services > Virtual Servers > Edit > Connection Analytics.

The following table contains details of the connection analytics configuration options available to a virtual
server:

Configuration Option Description

recent_connslenabled Enable this setting to ensure connections handled by this
virtual server are shown on the Activity > Connections page.

recent_connslsave_all Select whether to show or hide, by default, all connections
handled by this virtual server on the Activity > Connections
page. You then override this behavior for individual
connections using TrafficScript.

Set to “No” to hide all connections by default, and then use the
TrafficScript function recentconns.include () to
selectively include connections in your rules.

Set to "Yes" to show all connections by default, and then use
the TrafficScript function recentconns.exclude () to
selectively exclude connections in your rules.

For more details about these functions, see the TrafficScript
Reference in the Online Help, or the Pulse Secure Virtual Traffic
Manager: TrafficScript Guide available from the Pulse Secure
Web site at www.pulsesecure.net.

request_tracinglenabled Enable this setting to instruct the Traffic Manager to collect
detailed data on internal events connected to each request
and response. This data includes the time that each request is
received by the Traffic Manager and when each TrafficScript
rule is run.

request_tracingltrace_io If request_tracinglenabled is set to Yes, use this setting to
enable the collection of data on individual read and write
events for this connection.

Viewing Connection Analytics

Use the Activity > Connections page to interrogate each individual request in detail. Click the magnifying glass
icon next to each connection to view specific details. For more information, see “Activity > Connections” on
page 118.
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Exporting Transaction Metadata

Your Traffic Manager cluster can export metadata records for transactions handled by your virtual servers as a
JSON stream to an external endpoint such as an analytics service or dashboard. Use these settings to disable
or limit analytics exporting for specific virtual servers, and thus to limit the overall volume of data exported by
the Traffic Manager.

Before the Traffic Manager can start exporting transaction metadata, first configure the destination endpoint
and other global settings your cluster should use. For more information, see “Exporting Analytics to a Remote
Service” on page 120.

To configure the parameters this virtual server uses when exporting transaction metadata records, use the
Virtual Server > Edit > Connection Analytics > Transaction Metadata Export section. The following table
lists the available settings:

Key Description

transaction_exportlenabled Instructs the Traffic Manager to export metadata records for
transactions handled by this virtual server.

Use this setting to isolate out the services for which you do not
want to export transaction metadata from those that you do.
For all virtual servers in scope, ensure the corresponding
transaction_exportlenabled key is set to "Yes". For all virtual
servers out of scope, set to "No".

The Traffic Manager contains a global
transaction_exportlenabled key that overrides all individual
virtual server settings. Use this global key to fully disable
analytics exporting across your cluster. For more information,
see “Configuring Export Settings for Transaction Metadata
Records” on page 122.

transaction_export!brief Enables "brief" mode for transaction metadata records.

The JSON schema for transaction metadata (see link in System
> Analytics Export > Transaction Metadata) shows the full
set of data included in each record exported by the Traffic
Manager. The full record includes verbose information such as
HTTP request and response header data, and detailed
information about the TLS session if one was negotiated. To
reduce the volume of data exported in each metadata record,
use brief mode to configure the Traffic Manager to instead
provide just a limited set of properties.

Note: Where transaction_export!brief is disabled, the Traffic
Manager includes request tracing and /O tracing information
in the exported metadata only if request_tracinglenabled
and request_tracingl!trace_io are enabled respectively. If
transaction_exportlbrief is enabled, request tracing
information is always excluded from the exported metadata.
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Key Description

transaction_export!http_header_blackl | The list of HTTP headers that the Traffic Manager should
ist exclude from exporting.

Use this setting to exclude headers that might contain
sensitive information such as passwords, or to reduce the
exported data size where headers are not required for
analysis.

For more complex or conditional filtering, use TrafficScript to
create a Transaction Completion Rule to alter the headers
before they are recorded. For more information, see “Applying
Rules” on page 43.

transaction_exportlhi_res Enables high resolution mode for the connection timeline.

Use this setting to control whether the Traffic Manager records
the connection timeline with high resolution (in microseconds)
or with low resolution (in milliseconds).

High resolution gives a more accurate portrayal of processing
time, but can have a small impact on the latency of each
connection handled.

Perform this configuration for each virtual server whose transaction metadata records you want to export.
Disable transaction_exportlenabled for all other virtual servers to ensure you export data for only the
services you want to analyze.

To fully disable transaction analytics exporting from the Traffic Manager cluster without having to reconfigure
each virtual server separately, use the settings at System > Analytics Export. For more details, see
“Configuring Export Settings for Transaction Metadata Records” on page 122.

Request Logging

Use this page to store detailed logs of the requests handled by your virtual server. You can write the logs to a
local file on your Traffic Manager or to a syslog daemon running on a remote machine, according to the
protocol described in RFC 5424. You can enable request logging for a virtual server by clicking the Request
Logging link on the appropriate Virtual Servers > Edit page.

You can set the default logging behavior using the log!save_all setting. Set to “Yes" to instruct the Traffic
Manager to log all connections by default. You can then use the TrafficScript function

requestlog.exclude () inside a rule to exclude specific connections from the log. Set to “No” to instruct the
Traffic Manager to not log connections by default. You can then use the TrafficScript function
requestlog.include () in arule to select specific connections to be included in the log. Click Update to
apply your settings.
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Request Logging to a File

You can specify a filename and log entry format, with details such as the IP addresses involved, the pool and
node involved, and the bytes sent and received. You can also set HTTP-specific options such as the URL
requested, the value of a specified header, and the HTTP method.

Note: Unlike other logs, request logs are not synchronized across your cluster. Each Traffic Manager maintains
its own log files.

To log requests to a file, set loglenabled to “Yes” and specify the filename for the log. Click Update to apply
your settings.

Logs can be automatically rotated so that each log does not grow too large. Use a $ {Time-String}t macro
in the filename; this macro expands to the current time or date.

For example, the macro % {%Y%m%d} t expands to avalue like 20161020 (for October 20, 2016). This will cause
the log files to be automatically rotated at midnight as the value of the macro changes.

On virtual appliance and cloud instances of the Traffic Manager, log file naming and rotation is handled
automatically:

The log files are checked hourly.

Any file that reaches 1 GB is archived.

After the cumulative size of all current log files reaches 6 GB, the largest logs are archived by decreasing
size until the cumulative total drops below 6 GB.

All remaining logs are archived daily.

After the log directory reaches 85% of capacity, the Traffic Manager starts to delete the oldest files from the
largest directories.

Viewing Request Logs

You can view request logs in real time by clicking the View Request Logs link. This redirects to the Activity >
View Logs page, described in more detail in the “Activity > View Logs” on page 120.

Remote Request Logging

The Traffic Manager can log requests to a remote syslog server, rather than to a file on a local disk. All Traffic
Managers in the same cluster log traffic to the same syslog server.

To configure remote logging, set sysloglenabled to “Yes”, specify an endpoint (IP address or host, and optional
port), and select the log file format you want to use. Click Update to apply your settings.

ATTENTION

The syslog protocol uses UDP, which is not guaranteed to be reliable. When traffic levels are particularly high on
a busy or lossy network, there is the danger of log records being dropped.
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Controlling Request Logging

Requests can be selectively logged. The TrafficScript function request.setLogEnabled () can be used to
enable or disable logging for an individual request; if it enables logging, the settings in the Request Logging
page are used to determine how the request is then logged (local log file or remote syslog server).

Protocol Settings

Use the Virtual Servers > Edit > Protocol Settings page to access advanced settings for managing
connections between remote clients and your virtual server. These include the following:

Type Description

HTTP Settings Keepalive settings, and whether the Traffic Manager should include
headers in the request, such as “X-Forwarded-For”, “X-Forwarded-
Proto”, and “X-Cluster-Client-Ip”.

Cookie Settings Specifies how the cookies are handled by the Traffic Manager.

RTSP Specific Settings Allows user to define a specific range of ports to be used with RTSP
(RTSP virtual servers only). For more details, see “Real-Time Streaming
Protocol” on page 174.

SIP Settings Specify how the Traffic Manager handles SIP traffic (SIP virtual servers
only). For more details, see “Session Initiation Protocol” on page 176.

Location Header Settings Allows URL redirection in case a node replies with a 301 (moved
permanently) or 302 (temporary redirect) status code, using an
incorrect protocol, hostname or port (HTTP virtual servers only).

FTP Settings Security settings and port ranges for FTP data connections (FTP virtual
servers only).

UDP Settings Timeouts, and the maximum number of response datagrams expected
for one connection (UDP virtual servers only).

Timeout Settings Timeouts for new and established connections.

Error Handling Allows the user to define how the virtual server handles errors on
connections it processes.

Memory Limits Maximum buffer sizes for data sent by the client and returned by the
server.
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Type Description

TCP Connection Settings

Use max_concurrent_connections to configure the maximum
number of concurrent TCP connections allowed by this virtual server,
When the configured limit is reached, the Traffic Manager does not
accept new connections to this virtual server until the number of
concurrent TCP connections drops below the specified limit.

Enable proxy_protocol if the Traffic Manager should expect
connections to be prefixed with a PROXY protocol header. Use
TrafficScript to inspect the information contained in the PROXY header.
Connections that are not prefixed with a valid PROXY protocol header
are discarded.

Note: The Traffic Manager supports PROXY protocol versions 1 and 2.

Enable close_with_rst to instruct the Traffic Manager to close
connections from clients with a RST (reset) packet rather than a FIN
(finish) packet. This avoids the TIME_WAIT state, which on rare
occasions allows wandering duplicated packets to be safely ignored. It
also ensures data has been fully received by the peer. Enable this
option only if you fully understand the implications of TCP state
transition, since TCP connections typically finish with a FIN packet to
the peer and an acknowledgment FIN packet in reply. This mechanism
allows the sender to be sure the peer has read all the queued data,
which cannot happen if the connection is closed with a RST packet. On
an unreliable network, data that has been transmitted can in some
cases be lost in transit. The purpose of the TIME_WAIT state is to
prevent wandering delayed packets from one TCP connection using
address <A>:<port P> to address <B>:<port Q> from being accepted
by a later TCP connection using the same addresses. In other words, if
a duplicate packet from the first connection is delayed in the network
and arrives at the second address when its sequence number is in the
second connection's window, there is no way for the network stack in
the kernel to determine that the delayed packet contains data from the
first connection, potentially causing corruption. The kernel increments
port numbers in use, so the possibility of this occurring is minimal but
not zero.

Enable proxy_close to send the client FIN to the back-end server and
wait for a server response instead of closing the connection
immediately.

Enable so_nagle to improve the efficiency of the TCP connection by

reducing the number of packets that have to be sent over the network.

Transparent Proxying

To enable transparent proxying for bound sockets on this virtual
server, set "transparent" to Yes. In this configuration, a firewall rule can
be used to send selected traffic to the virtual server without changing
the destination address.

In a TrafficScript request rule, you can determine what course of action
to take by checking the request's destination IP address or port by
using "request.getDestlp" or "request.getDestPort". You can then
perform forward proxying to the original destination using
"pool.select".

Settings specific to a certain protocol are only shown if the virtual server is managing that protocol.
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You do not normally need to change any of these settings. The default values have been chosen to give good
performance on a wide range of systems.

MIME Type Auto-Detection
The MIME Type is a component of an HTTP response that describes the type of data in the response - image,
HTML page, and so on - so that the client can know how to render or process it.

Some Web servers and Web applications do not correctly set the MIME type response header, and most client
software is capable of detecting when this has occurred and auto-detecting the MIME type itself.

In certain circumstances, the Traffic Manager also needs to know the MIME type of a response. For example,
the Traffic Manager will only attempt to compress certain types of HTTP response data; if the MIME type is
missing or incorrectly identified, the Traffic Manager's content compression will not operate correctly.

In this situation, click Virtual Servers > Edit > Protocol Settings > HTTP Specific Settings and enable
mimeldetect to engage MIME Type auto-detection. The Traffic Manager applies a range of heuristics to
deduce the MIME type of the response data; auto-detection takes place when all of the following are true:

There is a response body.
The Content-Type header is missing, or it matches the value of mimeldefault.
The response is not compressed.

The Traffic Manager will de-chunk data if necessary, if chunk-transfer encoding was used.

You should only configure MIME Type auto-detection when absolutely necessary, as it will reduce the
performance of the Traffic Manager system.

Location Header Settings
This setting provides rewriting for the most usual URL redirection responses coming from a webserver, that is,
301 (object moved permanently) and 302 (object moved temporarily).

location!regex: enter a regular expression to match the expected response from the node (a 301/302
redirection). You can use generic characters like (.*) to match parts of the expression.

location!replace: enter a regular expression using $1 to $9 to redirect the response to a different
object.

location!rewrite: select the desired response in case the response from the node does not match the
expression provided in location!regex.

Note: Before using regular expressions, read and understand the security considerations in “Using Regular
Expressions” on page 342.

For example, using the following values:

locationlregex= (.*)www.example.com/products/(.*)
locationlreplace= $1products.example.com/$2

If the webserver returns a response such as the following:
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HTTP/1.1 302 Moved Temporarily
Location: http://www.example.com/products/hacksaw.htm

The Traffic Manager rewrites it to:

HTTP/1.1 302 Moved Temporarily
Location: http://products.example.com/hacksaw.htm

Handling Errors

Click Virtual Servers > Edit > Error Logging to enable logging of connection errors encountered by your
virtual server.

Connection errors may occur for a variety of reasons:

All of the nodes in the selected pool are unavailable.

The connection with the back-end server timed out and could not be retried (see “Retrying Failed
Requests” on page 230).

An SSL protocol error occurred in the server-side or client-side connection.
The back-end server did not return a valid response (for example, a mal-formed HTTP response).

Client connection errors are likely to be due to the actions or behavior of clients, and are mostly not under the
control of the Traffic Manager. Server connection errors relate to the Traffic Manager to back-end server
connection and so are likely to be affected by, and ultimately can be corrected by, the Traffic Manager and your
back-end server configurations.

Generally, connection errors are not logged, unless they relate to errors with the back-end servers that are
detected by passive monitoring.

For debugging purposes, it can be very useful to log these errors:

log!client_connection_failures: this setting enables verbose logging of client-connection errors to the
error log, or another location if specified by the Event Handling settings in your Traffic Manager.

log!server_connection_errors: this setting enables verbose logging of server connection errors, and
any internal faults in the Traffic Manager (such as a TrafficScript rule abort because the max_instr limit
is exceeded).

log!ssl_failures: this setting enables logging of failures that occur during SSL negotiation with clients
and servers.

For more information, see “Troubleshooting” on page 435.

Returning a Custom Error Message

If the Traffic Manager is unable to obtain a valid response for a request, and the client connection is still alive, it
will close the client connection or (for HTTP only) return the following error to the client:

Service Unavailable

The service is temporarily unavailable. Please try again later.
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This error message can be replaced, using the contents of a file uploaded to the “conf/extra” resource folder.
To select an error file, use the error_file setting on the Virtual Servers > Edit > Protocol Settings > Error
Handling page.

Files can be uploaded to the “conf/extra” resource folder using the Catalog > Extra Files > Miscellaneous
Files configuration page.

The Traffic Manager is capable of processing HTTP headers within your error file, regardless of the actual file
type, when you wish to set explicit directions on how the file should be handled. For example, you could set
the “Content-Type” header if you wish to display a file of a particular type, such as a GIF or JPG image file. In this
case, you would append the following lines to the top of your binary file:

Content-Type: image/gif
This capability can be extended to override the HTTP response code, as per the following example:

HTTP/1.1 200 OK
This would force the Traffic Manager to return the desired code in its response to the client.

Note: It is important to remember to include a blank line after any headers, before the actual content of the file.

Memory Limits for Connections

The Traffic Manager allows configurable limits on the amount of memory your virtual server can use for each
connection:

max_client_buffer: The limit on the amount of data the Traffic Manager receives from the client (to
send to the server) that is buffered. The Traffic Manager responds differently when the limit is reached,
depending on the state of the connection:

If the Traffic Manager is still reading in HTTP headers, it sends a 413 HTTP error code to the client
and logs a warning.

If the Traffic Manager is still running request rules, it continues buffering and logs a warning.

If the Traffic Manager has reached the stage of streaming data to the server (request rule
processing has finished), it applies flow control. In this scenario the client-side of the connection is
paused, so the Traffic Manager does not read in any more data from t