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Preface

DOCUMENT CONVENTIONS & .ttt ettt e e et et et et ettt 1
Requesting Technical SUPPOIt. . ..ottt e e e et e 2

Document conventions

The document conventions describe text formatting conventions, command syntax conventions, and
important notice formats used in Pulse Secure technical documentation.

Text formatting conventions

Text formatting conventions such as boldface, italic, or Courier font may be used in the flow of the text to
highlight specific words or phrases.

Format Description

bold text |dentifies command names

Identifies keywords and operands

Identifies the names of user-manipulated GUI elements

|dentifies text to enter at the GUI

italic text Identifies emphasis

|dentifies variables

|dentifies document titles

Courier Font Identifies command output

Identifies command syntax examples

Command syntax conventions

Bold and italic text identify command syntax components. Delimiters and operators define groupings of
parameters and their logical relationships.

bold text Identifies command names, keywords, and command options.
italic text Identifies a variable.
[] Syntax components displayed within square brackets are optional.

Default responses to system prompts are enclosed in square brackets.

© 2019 Pulse Secure, LLC. 1
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Convention Description

{x]yl|z} A choice of required parameters is enclosed in curly brackets
separated by vertical bars. You must select one of the options.

Xy A vertical bar separates mutually exclusive elements.
<> Non-printing characters, for example, passwords, are enclosed in angle
brackets.

Repeat the previous element, for example, member[member...].

\ Indicates a “soft” line break in command examples. If a backslash
separates two lines of a command input, enter the entire command at
the prompt without the backslash.

Notes and Warnings
Note, Attention, and Caution statements might be used in this document.

Note: A Note provides a tip, guidance, or advice, emphasizes important information, or provides a reference to
related information.

ATTENTION
An Attention statement indicates a stronger note, for example, to alert you when traffic might be interrupted or

the device might reboot.

CAUTION
A Caution statement alerts you to situations that can be potentially hazardous to you or cause damage to

hardware, firmware, software, or data.

Requesting Technical Support

Technical product support is available through the Pulse Secure Global Support Center (PSGSC). If you have a
support contract, file a ticket with PSGSC.

Product warranties—For product warranty information, visit https://support.pulsesecure.net/product-
service-policies/

Self-Help Online Tools and Resources
For quick and easy problem resolution, Pulse Secure provides an online self-service portal called the Customer

Support Center (CSC) that provides you with the following features:
Find CSC offerings: https://support.pulsesecure.net
Search for known bugs: https://support.pulsesecure.net
Find product documentation: https://www.pulsesecure.net/techpubs
Download the latest versions of software and review release notes: https://support.pulsesecure.net

Open a case online in the CSC Case Management tool: https://support.pulsesecure.net

2 © 2019 Pulse Secure, LLC.
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To verify service entitlement by product serial number, use our Serial Number Entitlement (SNE) Tool:
https://support.pulsesecure.net

For important product notices, technical articles, and to ask advice:

Search the Pulse Secure Knowledge Center for technical bulletins and security advisories: https://
kb.pulsesecure.net

Ask questions and find solutions at the Pulse Community online forum: https://
community.pulsesecure.net

Opening a Case with PSGSC

You can open a case with PSGSC on the Web or by telephone.

Use the Case Management tool in the PSGSC at https://support.pulsesecure.net.
Call 1-844 751 7629 (Toll Free, US).

For international or direct-dial options in countries without toll-free numbers, see
https://support.pulsesecure.net/support/support-contacts/
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Traffic Manager Overview

This chapter introduces Pulse Secure Virtual Traffic Manager (the Traffic Manager), describes the available
product variants, and gives an overview of the content in this guide. This chapter contains the following
sections:

ADOUL THiS GUIAE . . o oot e e e e e e e 5
Introducing the Traffic Manager . . ... e e 5
Traffic Manager Product Variants. ... ..ottt e e e e 7
Chapter OULIINE . ..o e e e e e e e 9

About This Guide

The Pulse Secure Virtual Traffic Manager: User’s Guide describes how to configure and manage Pulse Secure
Virtual Traffic Manager (the Traffic Manager).

Pulse Secure recommends first reading the Pulse Secure Virtual Traffic Manager: Installation and Getting Started
Guide applicable to your product variant for an introduction to installing the Traffic Manager and performing
basic configuration to load-balance services.

This document describes the features and capabilities of the Traffic Manager release 19.3.

Intended Audience

This guide is written for system administrators familiar with administering and managing Web services and
infrastructure.

This guide assumes you are familiar with networking terminology.

Introducing the Traffic Manager

The Traffic Manager product family provides high-availability, application-centric traffic management and load
balancing solutions in a range of software, appliance-ready, virtual appliance, and cloud-compute product
variants. They provide control, intelligence, security and resilience for all your application traffic.

The Traffic Manager is intended for organizations hosting valuable business-critical services, such as TCP and
UDP-based services like HTTP (Web) and media delivery, and XML-based services such as Web Services.

The Traffic Manager's unique process architecture ensures it can handle large volumes of network traffic
efficiently. Its inherent scalability allows you to add more front-end Traffic Manager or back-end servers to your
cluster as the need arises. The cluster size is unlimited, and the performance of the Traffic Manager grows in
line with the performance of the platform used.

© 2019 Pulse Secure, LLC. 5



The Traffic Manager represents a family of highly capable solutions that can be adapted and extended as new
requirements arise. Using the unigue TrafficScript language and built-in Java Extensions you can write
sophisticated, tailored traffic management rules to inspect, transform, manage and route requests and
responses. TrafficScript rules can manage connections in any TCP or UDP-based protocol.

Traffic Manager products are secure out-of-the-box, and are hardened against intrusion and Denial-of-Service
(DoS) attacks. They incorporate the fastest and strongest ' (SSL) encryption technologies, and can efficiently
decrypt and re-encrypt large numbers of secure connections. TrafficScript rules, security policies and other
content-based calculations can be applied to encrypted requests while retaining full end-to-end security.

For critical, high-availability solutions, the Traffic Manager offers cluster redundancy. This allows you to have
unlimited numbers of active and passive standby front-end servers. If one of your active machines fails, a
standby server is automatically brought into action; in the case of subsequent failure, more standby servers
are available to take up the load. This ensures that there is no single point of failure in the system.

1. The Traffic Manager supports SSL and its successor TLS (Transport Layer Security). References to SSL throughout
this guide typically refer to both protocols, unless specified independently.
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Typical Deployment

FIGURE 1 Atypical deployment using a cluster of Traffic Managers

Trafﬂc Manager Cluster

Content Transaction Application
Server Pool Server Pool Server Pool

Traffic Manager Product Variants
The Traffic Manager product family is available in a variety of software, hardware appliance, virtual appliance,
and cloud instance configurations.

All variants share the same core Traffic Manager software, but different versions might provide different levels
of functionality depending on the host platform or enabling license key.

This guide documents the full functionality of the Traffic Manager software with all options enabled. It might
describe features and capabilities that are not present or visible in the version of the product you are using.
Features present but not enabled are greyed-out and un-selectable in the Admin Ul

Pulse Secure provides a number of optional Traffic Manager components, available only through an
appropriate license key upgrade:
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Pulse Secure Virtual Web Application Firewall (WWAF): Provides advanced attack detection and
protection for your Web applications. See “The Pulse Secure Virtual Web Application Firewall” on
page 129 for more details about how this fits into your Traffic Manager infrastructure. For full product
details and instructions, see the Pulse Secure Virtual Web Application Firewall: User’s Guide, available from
the Pulse Secure Web site at www.pulsesecure.net.

Pulse Secure Web Accelerator (Web Content Accelerator): Provides content optimization functionality
for your Web applications. This is available as either a fully integrated component of the Traffic
Manager, or in standalone proxy mode whereby the load balancing aspects of the Traffic Manager are
disabled. Your sales representative can provide details about which variant is most appropriate for
your needs. “Using Pulse Secure Web Accelerator” on page 271, provides full details about how to
enable and configure Web Content Accelerator for your infrastructure.

Your product version specifications describe which capabilities are enabled in your particular variant. See also
the applicable Pulse Secure Virtual Traffic Manager: Installation and Getting Started Guide available from the Pulse
Secure Web site at www.pulsesecure.net.

The Traffic Manager Community Edition

When unlicensed, the Traffic Manager defaults to running as the Community Edition. In this state, the Traffic
Manager operates normally and with full functionality, but with a bandwidth limit of 10Mb/second and cluster
size limit of 4. The Community Edition is designed as a free, production-ready, variant of the Traffic Manager
useful for system administrators and application developers wanting to try out advanced vADC (virtual
Application Delivery Controller) capabilities in a production environment.

ATTENTION
Pulse Secure recommends that you contact your support provider for details of how to purchase a license key
suitable for your needs.

Supported Platforms

The Traffic Manager software can be deployed on a range of platforms, on physical or virtual servers, and in
cloud infrastructures. Refer to the release notes and documentation at www.pulsesecure.net for up-to-date
platform and version number requirements.

Software

The Traffic Manager is available as a software package suitable for deployment on existing supported Linux
and UNIX servers. Supported distributions are listed in the release notes as mentioned above.

Appliances

Pulse Secure provides the Traffic Manager as an appliance disk image, suitable for deployment on approved
server hardware platforms.

Virtual Appliances

Pulse Secure provides Traffic Manager virtual appliance packages for VMware vSphere, Citrix XenServer,
Microsoft Hyper-V, and QEMU/KVM.

8 © 2019 Pulse Secure, LLC.
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Cloud Computing Services

The Traffic Manager is supported for Amazon's Elastic Compute Cloud (EC2), Rackspace, Microsoft Azure, and
Google Compute Engine (GCE). Pulse Secure additionally supports installing the Traffic Manager software
variant on supported Linux and UNIX virtual machine instances running on EC2 and GCE.

Supported Cluster Combinations

As discussed in previous sections, The Traffic Manager is available as a number of product variants on a
selection of platforms. In addition to the core Traffic Manager software, various product options and
capabilities are available through a suitable license upgrade.

When clustering multiple Traffic Managers together for high-availability and redundancy, it is possible to take
advantage of The Traffic Manager's flexible architecture and host instances on different platforms within the
same cluster. However, some care must be taken to ensure that each cluster member is running the same
product configuration.

The following should be taken into account when planning your cluster:

Mixing different supported host operating systems for the software variant is supported and should
not adversely affect cluster operations.

Although mixing license key types is technically possible within the cluster, it is not recommended.
There are likely to be warnings and/or errors within the Admin Ul if features only licensed on a sub-set
of the cluster are used. This is due to the automatic config replicator attempting to apply non-licensed
functionality across the cluster.

Cloud instances cannot directly be clustered with non-cloud instances (software, virtual appliance,
hardware appliance). However, the multi-site cluster management' feature enables centralized control
of multiple Traffic Manager clusters regardless of location.

The VWAF feature cannot be used in a mixed-platform cluster (for example, software and virtual
appliance).

Having different product versions within a cluster is unsupported, except in the case of performing an
upgrade (or downgrade) of the entire cluster. During this transient state, some Traffic Managers will
report that they are running different versions to others in the cluster. This is to be expected, and you
should find that such error conditions are cleared once all cluster members have been upgraded.

ATTENTION
If you are in any doubt as to the potential effects of running your proposed Traffic Manager infrastructure, Pulse

Secure recommends contacting your support provider for assistance.

Chapter Outline

This chapter discusses the network configuration needed for a typical traffic-managed server farm. It
covers hardware requirements, the layout of the network, IP addresses and DNS entries.

1. See
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“Initial Configuration” on page 33

This chapter explains the concepts of the Traffic Manager architecture, including its system of Virtual
Servers, Pools and Rules. It describes how to start managing your first service.

“Virtual Servers” on page 41

Virtual servers are one of the two fundamental configuration concepts in the Traffic Manager software.
This chapter describes virtual servers in more detail.

“Pools” on page 59

A pool is the second of the two fundamental configuration concepts in the Traffic Manager software.
This chapter describes pools in more detail.

“Traffic IP Groups and Fault Tolerance” on page 85

Fault Tolerance-resilience to failures of back-end servers or individual Traffic Manager systems-is
covered in this chapter.

“Key Features in the Traffic Manager Administration Interface” on page 101

Now that you have a basic Traffic Manager system running, this chapter covers the Traffic Manager's
performance monitoring and diagnosis functions and other tools in the Traffic Manager Administration
Interface.

“TrafficScript Rules” on page 137

This chapter introduces the TrafficScript language, used for writing rules to manage your traffic. It
explains how to create rules and gives some examples. A separate Pulse Secure Virtual Traffic Manager:
TrafficScript Guide describes the Traffic Manager's TrafficScript capability in full detail.

“Providing Authentication for your Services” on page 149

This chapter provides details about remote authentication support. Use the mechanisms described in
this chapter to add remote user verification to your services.

“Java Extensions” on page 159

This chapter describes the Traffic Manager's Java Extensions, allowing you to invoke Java code from
TrafficScript. A separate Pulse Secure Virtual Traffic Manager: Java Development Guide describes the Traffic
Manager's Java Extensions capability in full detail.

“Protocol Support” on page 163

Some protocols can benefit from specific support, and this chapter describes special protocol handlers
in the Traffic Manager.

“Session Persistence” on page 185

This chapter describes the Traffic Manager's session persistence features. It outlines some useful
session persistence strategies and explains how it is set up within the product.

“SSL Encryption” on page 197
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This chapter deals with SSL decryption of incoming traffic, and encryption of requests being sent to the
back-end servers. It describes how to set up SSL certificates, authorities and revocation lists within the
product and how to apply them to your services.

“Health Monitoring” on page 229

This chapter discusses the Traffic Manager’s Health Monitoring capabilities. Health Monitors are used
to test the correct operation of back-end server nodes; in the event of a failure, they cause the Traffic
Manager to raise an alert, and to route traffic away from the failed node.

“Service Protection” on page 239

This chapter describes the service protection capabilities of the product. It explains how a class of
service protection settings can be defined in the catalog, and used by one or more services.

“Bandwidth Management” on page 247

This chapter describes the bandwidth management capabilities of the product. It explains how a class
of bandwidth management settings can be defined in the catalog, and used by one or more services.

“Request Rate Shaping” on page 251

This chapter describes how a Traffic Manager can be used to rate-shape requests to your servers and
applications to restrict users’ activities and prevent applications from being overwhelmed by requests.

“Service Level Monitoring” on page 257

This chapter describes the service level monitoring of the product. It explains how a class of service
level monitoring settings can be defined in the catalog, and used by one or more services.

“Content Caching” on page 261

This chapter describes the Traffic Manager's HTTP Content Caching capabilities. You can cache
commonly requested Web resources and respond to subsequent requests directly from the cache,
rather than forwarding many identical requests to the back-end server nodes.

“Using Pulse Secure Web Accelerator” on page 271

This chapter covers the Web Content Accelerator and how you can apply Web content optimization to
your Web services.

“Event Handling and Alerts” on page 303

This chapter describes how to control what the Traffic Manager does when particular events occur, and
how to inform or drive external management systems.

“Configuring System Level Settings” on page 313

This chapter describes additional system level configuration specific to hardware appliance, virtual
appliance, cloud instance, and certain software variants of the Traffic Manager.

“System Security” on page 325

This chapter gives tips for secure operation of your Traffic Managers. It covers firewalling and network
design, and Unix software permissions that are relevant to the Traffic Manager software.

“Administration System Security” on page 331
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This chapter covers security measures to control access to the Administration Interface, including user
authentication against external databases.

“The Traffic Manager Control API” on page 347

This chapter gives a brief introduction to the Traffic Manager's Control API. For full information, see the
separate Pulse Secure Virtual Traffic Manager: Control API Guide, available from the Pulse Secure Web site.

“Command Line Interface” on page 351

This chapter covers the Command Line Interface in detail, with reference to the Control APl methods
defined in the Pulse Secure Virtual Traffic Manager: Control API Guide.

“Granular Configuration Import/Export with zconf” on page 361

This chapter describes the zconf command line utility that can be used to perform a fine-grained
import/export on individual configuration objects.

“Multi-Site Cluster Management” on page 365

Furthering the concept of a cluster of Traffic Managers, this chapter introduces the idea of combining
several clusters into one centrally managed multi-site super-cluster.

“The Traffic Manager DNS Server” on page 373

The Traffic Manager provides an internal DNS server capability as an alternative to externally sourced
DNS. This chapter discusses the implementation and configuration of the Traffic Manager DNS server.

“Global Load Balancing” on page 383

This chapter discusses the implementation of Global Server Load Balancing (GSLB) within the Traffic
Manager.

“FIPS Validation in the Traffic Manager” on page 403

This chapter provides details for prospective users looking for information on how FIPS is implemented
in the Traffic Manager.

“Kerberos Constrained Delegation Support” on page 413
This chapter discusses the Traffic Manager's implementation of the Kerberos protocol.
“Troubleshooting” on page 439

This chapter describes how to investigate and diagnose problems or unexpected behavior with your
load-balanced system.

“Glossary” on page 449

The Glossary defines some terms used in this manual. Some of these terms are used with varying
meanings in computing literature, so if in doubt you should refer to this section.
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Network Layouts

This chapter discusses the configuration of your network. It describes the hardware you will need for an
effective trafficcmanaged server farm, and the DNS and IP address layout. This chapter contains the following
sections:

Essentials of Network Configuration ....... ... i i e 13
Dedicated Management Network. . ... e 14
SIZING YOUN ClUSTEE. o .ttt e e e e e e e e e e e e e 15
P TraN S DA NG . ettt e e e 17
Traffic IP Addresses and TraffiC IP Groups. . ... oo e e e 19
INtrodUuction TO IPVB. . . ..ot e e e 30

Essentials of Network Configuration

The components of a basic traffic-managed server farm are:

One or more front-end machines running the Traffic Manager software
A number of back-end servers (such as web or mail servers)

The front-end machines must be able to receive traffic from the Internet (or where the remote clients are
located). They must also be able to contact the back-end machines.

The back-end servers will usually be visible only from an internal network. The front-end machines do not
need to route traffic between the Internet and the back-end machines.

The Traffic Manager software is commonly deployed on a multi-homed machine. One network interface card is
visible to the Internet; one or more network interface cards are exposed to the internal private networks where
the back-end servers reside. It is also easy to configure a Traffic Manager on a machine with a single network
card (this is common in an evaluation or testing environment), where a Traffic Manager can contact both the
clients and the servers.

A fully fault-tolerant set-up will contain two or more front ends and several back-end servers. If any one
machine fails, the Traffic Manager's failover capability ensures that requests are routed to other machines,
ensuring there is no single point of failure in the system.

Note: Some product versions are restricted to just a cluster size of two Traffic Manager machines. Larger cluster
sizes can be used with a software key upgrade.

If hardware availability is limited, fewer servers can be used. In the minimal case, it is possible to install the

traffic management software and an Internet service on the same machine. This is not recommended, as it
reduces the usefulness of the product and the ability to provide fault tolerance in the event of a hardware

failure. It may, however, be useful for evaluation or demonstration purposes.
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The Traffic Manager can be used in conjunction with a stand-alone firewall. In this scenario, your Traffic
Managers should be visible from both the Internet and your internal network. Pulse Secure recommends you
place your Traffic Managers in the applicable DMZ.

Note: “System Security” on page 325 discusses the security aspects of network setup in more detail. Pulse
Secure advises you to read that chapter before setting up live services.

Dedicated Management Network

When you configure a Traffic Manager, you can choose to nominate a single management IP address. The
Traffic Manager then only accepts management traffic on that address. See the Pulse Secure Virtual Traffic
Manager: Installation and Getting Started Guide applicable to your product variant for the configuration
procedure required to set a dedicated management IP address.

For Traffic Manager documentation, see the Pulse Secure Web site at:
www.pulsesecure.net

Management traffic includes all access to the Web-based Traffic Manager Admin Ul, the Control API, the REST
API, and any configuration or state sharing within a Traffic Manager cluster.

Use can use the management IP address to provide a dedicated, trusted management network. Typically, each
host running a Traffic Manager has a dedicated network card that is connected to the management network.

Note: For more information on the security aspects of network setup, see “System Security” on page 325. Pulse
Secure recommends you read this chapter carefully before setting up live services.

To modify the management IP address on a fully configured Traffic Manager, login to the Traffic Manager
Admin Ul and click System > Security > Management IP Address and Admin Server Port. Set "bindip" to the
required management IP address, then click Update to save your changes. For software variants, you can also
rerun the "configure" script. Note that a software restart is required for this procedure.

ATTENTION

Each management IP address is a single point of failure in a Traffic Manager cluster. If the management network
fails, all inter-machine communication is lost and remote configuration using the Admin Ul, Control APl or REST
APl is impossible.

For resilience, the fault-tolerance messages that each Traffic Manager sends are broadcast over all network
cards. You can restrict this traffic to the management network in the Admin Ul.

14


http://www.pulsesecure.net

Sizing Your Cluster

Back-End Servers

The Traffic Manager can support an unlimited number of back-end servers. These might include Web servers,
mail servers and FTP servers. They can run any software on any platform to provide the services the Traffic
Manager manages.

The servers can be arranged into pools to serve different types of content. For instance, you can have several
groups of Web servers, including Windows machines running [IS™ and UNIX machines running Zeus Web
Server or Apache™, to serve different types of static and dynamic Web content. The Traffic Manager’s system of
pools and rules allows you to classify requests and send them to different groups of servers. Pools and rules
are explained in “Initial Configuration” on page 33

The number of servers you dedicate to a certain function may vary. To serve static Web pages, if requests are
light, two Linux machines could be sufficient; while more complex Sun JSP™ or Microsoft ASP pages might be
served by larger numbers of machines.

The Traffic Manager allows you to use any number of machines; should your requirements change, you can
add or remove back ends dynamically without disrupting your service.

Content Management on Back Ends
If a number of back ends serve the same site, changes in the site content must be propagated to each back-
end server. This can be done in one of two ways:

Each back end can store a local copy of the content, and the data can be synchronized regularly.

A shared file system can be used, such as an NFS file server. This stores the content, and each back-end
server retrieves data when required.

To serve static Web content, either content management method works well. For SMTP or POP3 servers, a
shared file system will be needed because files are modified by that service.

Front-End Servers

A simple deployment of Traffic Managers would involve one front-end machine. This gives access to the full
functionality of the Traffic Manager software, except for front-end fault tolerance. In other words, the Traffic
Manager machine is a potential single point of failure.

For a fully fault-tolerant set-up, two or more Traffic Managers should be used. Their IP addresses can be
arranged into a Traffic IP Group which provides fault tolerance if one machine should fail. Traffic IP groups are
described in “Traffic IP Groups and Fault Tolerance” on page 85
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A common network deployment is to have the front-end machines on two separate networks: one to
communicate with the Internet, and one with the back ends (probably a private network). It is possible,
however, to deploy front ends and back ends on just one network. You should ensure that all machines
routable from the Internet are appropriately firewalled. See for a discussion of
firewalling and network security.

You might want to increase throughput by adding extra network cards to your Traffic Managers. Having two
network cards can also simplify deploying a Traffic Manager on two separate networks, although it is not
necessary for this.

The Traffic Manager is highly scalable. Adding more servers or upgrading your existing hardware will increase
the performance of your traffic management correspondingly. If you wish to add more Traffic Manager
machines later, this can be done easily without disturbing your existing set-up or interrupting your service.

Note: If you are using a software version of the Traffic Manager product family, you should ensure that the host
machine is not overloaded with other applications and services. For example, running a web browser or other
GUI tools on the same server will diminish the capacity of the software to manage traffic on the server.

The diagram that follows shows a typical trafficc-managed server farm. The front-end machines have separate
front-end and back-end network cards as described previously.
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FIGURE 2 Afault-tolerant network with a cluster of Traffic Managers serving back-end nodes

Server 1 Server 2 Server 3
's:;“l
Switch

E Fileserver

Content served by the back ends is held on an NFS file server. Each back-end server has two network cards,
one to talk to the Traffic Manager machines and one to talk to this file server, to maximize throughput.

IP Transparency

Your Traffic Manager functions as a full application proxy, terminating network connections from remote
clients and making new connections to the selected back-end servers. It does not use the packet-orientated
NAT-based load balancing methods that simple layer-4 load balancers use.

With this architecture, the back-end server views the client’s request as originating from the Traffic Manager,
not from the remote client. This can be a disadvantage if the back-end server performs access control based
on the client's IP address, or if the server wishes to log the remote IP address. This can often be worked
around by performing the access control or logging functions on the Traffic Manager itself, or by making use of
the “X-Forwarded-For” or “X-Cluster-Client-Ip” headers that the Traffic Manager can insert into every HTTP
connection to identify the client's IP address.

© 2019 Pulse Secure, LLC. 17



In situations where these workarounds are not appropriate, the Traffic Manager can spoof the source IP
address of the server-side connection so that it appears to originate from the client's remote IP address. This
capability is known as IP transparency.

IP Transparency can be used selectively. For example, if the Traffic Manager was balancing traffic for a Web
farm and a mail farm, you might want SMTP traffic to be IP transparent, but not require that the Web traffic is
transparent.

Transparency is enabled on a per-pool basis; you can configure a Web pool that is not transparent, and an
SMTP pool that is transparent. The Web pool and the SMTP pool can balance traffic onto the same back-end
nodes, or different nodes.

IP Transparency is available by default on all versions of the Traffic Manager appliance image, virtual appliance,
or cloud service. Traffic Manager software variants can use native IP transparency functionality on Linux or
UNIX hosts under the following conditions:

The Traffic Manager software is installed and running as the root user.
The host operating system uses a kernel at version 2.6.24 or later.

The host operating system uses iptables at version 1.4.11 or later (versions of iptables earlier than
1.4.11 are also supported provided the “-transparent” option is available).

For kernel versions between 2.6.18 and 2.6.24, Pulse Secure provides support for IP Transparency through an
additional dedicated kernel module. For further information and to download the required software, see the
vADC documentation at the Pulse Community Web site ( ).

Note: The downloadable Pulse Secure IP Transparency module is not supported on Linux kernels earlier than
version 2.6.18 or later than version 3.2.

If you are a current user of the Pulse Secure IP transparency module at the point you upgrade your kernel to
version 2.6.24 or later, the Pulse Secure IP transparency module takes precedence over native Linux IP
transparency support in order to minimize behavior changes during the upgrade process. However, Pulse
Secure strongly recommends scheduling an opportunity to uninstall the IP transparency module in order to
take advantage of the improved performance offered by the native Linux implementation.

Routing Configuration

Each server node that receives transparent traffic must route its responses back through the Traffic Manager
that sent it. This is achieved by configuring the default route on the node to be one of the back-end IP
addresses of the Traffic Manager. See your operating system documentation for details about configuring the
default route.

When the server node replies to a request, it will address its response to the remote client IP. Provided the
routing is configured correctly, the originating Traffic Manager will intercept this traffic, terminate the
connection and process it as normal. The Traffic Manager will then forward the (possibly modified) response
back to the client.
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It is normally appropriate to configure the Traffic Manager to simply forward on all other packets that are not

addressed to it. This will allow the system to function as a local router, so that servers using it as their default

route can then contact other systems on nearby or remote networks. The Traffic Manager will need to NAT any
packets that it forwards from back-end nodes on private networks.

Note: Refer to your operating system documentation to configure "IP Forwarding" on a host system running the
Traffic Manager software variant. See “Configuring System Level Settings” on page 313 to configure this
behavior on a Traffic Manager virtual appliance or cloud instance.

Local Routing Problems

If you use IP transparency, clients on the same network as the back-end nodes will not be able to balance
traffic through the Traffic Manager to those nodes.

This is because the back-end server nodes always attempt to reply to the source IP address of the connection.
If the source IP address (the client’s IP) resides on a local network, the server nodes will attempt to contact the
client directly rather than routing via the Traffic Manager system that originated the connection. The
connection will appear to hang.

In this case, it might be appropriate to segment the back-end network so that, from the server nodes'
perspective, the clients appear to reside on a separate subnet, which must be reached via the default gateway
(the Traffic Manager system). Alternatively, a TrafficScript rule could selectively set the source IP address of the
server connection to an IP on the Traffic Manager system if the client lies on the same network as the server
nodes.

IP Transparency and Traffic Manager Clusters

IP routing is more complex in the case where a cluster of Traffic Managers is used, because each server node
can only route back through one IP address.

See “Traffic IP Addresses and Traffic IP Groups” on page 19 for recommendations in this situation.

Traffic IP Addresses and Traffic IP Groups

In a typical network, your back-end servers will be arranged in a local network, with local IP addresses, and will
not directly contactable from the Internet. The front-end Traffic Manager machines will have externally
available IP addresses, and will be able to connect to the back-end machines over the local network.

The front-end machines will have permanent IP addresses on each network, with the front-end addresses
visible and routable from the Internet. These IP addresses are configured by the OS, and if the machine fails,
the IP address is lost.

For this reason, these permanent IP addresses are not suitable to use when you publish your services. In the
event of a hardware or system failure, your services would become partially or wholly unavailable.

19



The Traffic Manager's fault tolerance capability allows you to configure Traffic IP addresses. These IP addresses
are not tied to individual machines, and the Traffic Manager cluster ensures that each IP address is fully
available, even if some of the clustered Traffic Manager machines have failed.

In a typical fault-tolerant configuration, the DNS name used to publish your services is configured to resolve to
the traffic IP addresses in your Traffic Manager cluster. This ensures that your services are always fully
available.

The traffic IP addresses are arranged into a Traffic IP group. This group spans some or all of your Traffic
Manager machines. The machines negotiate between them to share out the traffic IP addresses, each Traffic
Manager then raises the IP address (or IP addresses) allocated to it.

Setting up traffic IP groups is described in

If any Traffic Manager machine should fail, the other Traffic Managers in the group detect this. One of them
then takes over the failed machine’s traffic IP addresses to ensure that the service is uninterrupted.

Note: By default, fault tolerance uses unicast traffic to distribute health information and to manage traffic to
multi-hosted Traffic IP Addresses. If you change your configuration to use multicast traffic, the switches that your
Traffic Managers are connected to must support IGMP snooping, and messages broadcast to the multicast
address used by your Traffic Managers should be forwarded to all Traffic Managers in the cluster.

When you join a Traffic Manager to an existing cluster, a number of tests are conducted automatically to
ascertain whether broadcast messages are correctly forwarded.

Traffic IP Address Modes

The Traffic Manager supports several modes:

Single-hosted: Traffic IP addresses are raised on a single Traffic Manager in your fault tolerant cluster.
If that Traffic Manager fails, another Traffic Manager will raise that IP address and start accepting traffic.

Multi-hosted: Traffic IP addresses are raised on all of the Traffic Managers in your cluster, using a
multicast MAC address that ensures that all incoming traffic is sent to all machines. A custom Linux
kernel module is used to evenly distribute the traffic between the working Traffic Managers.

Route Health Injection: Traffic IP addresses are raised "privately" (on loopback) by all participating
Traffic Managers, and dynamically advertised into the adjacent routing domain, using either Open
Shortest Path First, version 2, (OSPFv2) or Border Gateway Protocol (BGP) as the routing protocol. In
response, routers direct traffic to the active Traffic Manager. See

Enabling Multi-Hosted Traffic IP addresses imposes a performance hit due to the additional packet processing
required by the Traffic Managers in your cluster. Empirical tests indicate that CPU utilization will increase by 25-
30% at moderate traffic levels (10,000 requests per second), with a corresponding limit on top-end capacity.



Note: Multi-hosted IP functionality is available on all versions of the Traffic Manager hardware appliance and
virtual appliance. It is not included by default with the Traffic Manager software variant; however, you can
download and install it as an additional kernel module. It is supported on Linux kernels, version 2.6.18 and later.
For further information regarding supported versions, see the Pulse Community Web site at https://
community.pulsesecure.net.

Example Configurations

These configurations assume that you have two Traffic Managers in your cluster, but can be extended if your
cluster contains three or more Traffic Managers.

Active-Passive Configuration - Single-Hosted and Route Health Injection Modes

Suppose your Web site’s external DNS name maps to the IP address 162.34.64.29. You have two Traffic
Manager machines handling traffic for a number of back-end Web servers:

With single-hosted mode, you can set up a single-hosted traffic IP group spanning both Traffic Manager
machines, containing this single IP address. The Traffic Managers will negotiate and one of them will
raise the IP address. It handles all the incoming requests. The second Traffic Manager machine is
available on standby. If the first machine should fail, the second machine takes over the IP address and
starts to manage the traffic.

With Route Health Injection (RHI) mode, you can set up an RHI traffic IP group spanning both Traffic
Managers, containing the single IP address. Set one Traffic Manager as active and the other as passive.
Both Traffic Managers advertise the IP address, using an OSPFv2 and/or BGP (depending on your
choice of routing protocol) metric to express preference (the active Traffic Manager uses a lower
metric). The upstream router (typically your default gateway) chooses the lowest metric route, sending
all traffic to the active Traffic Manager. If the Traffic Manager detects a failure, it cancels the
advertisement. If the router detects a failure, it disregards that route. In either case, the router switches
to sending traffic according to the next-best metric advertisement, which in this case is the passive
Traffic Manager.

The advantage of this configuration is that you can be confident that there is sufficient resource in reserve to
handle the traffic should one of the two Traffic Managers fail. Debugging and fault resolution is easier when
only one Traffic Manager is handling traffic.

Active-Active Configuration - Single and Multi-Hosted Modes

In an active-active configuration, both Traffic Managers manage your traffic. The distribution mode (single-
hosted IP or multi-hosted IP) controls how the traffic is shared between them.

With single-hosted mode, you can configure two traffic IP addresses in a traffic IP group, and configure your
DNS name to map to the two addresses, such as 162.34.64.29 and 162.34.64.30. The Traffic Managers will
negotiate to raise one traffic IP address each. A DNS server can allocate requests to each IP address in turn
(round-robin DNS), and each Traffic Manager handles the requests it receives.

If one of the machines fails, the other machine will detect this. It will then raise the failed machine’s traffic IP
address in addition to its own, and handle all the traffic sent to either address.
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With multi-hosted mode, you can continue to operate with one traffic IP address, simplifying your DNS and
reducing the number of externally facing IP addresses you require. The traffic IP address is raised on all of the
Traffic Managers in the traffic IP group, and incoming traffic to that IP address is shared evenly between the
Traffic Managers.

Active-Active with Loopback (Single External Address, Single Hosted Mode)

If multi-hosted mode is not available or prohibited in your infrastructure, you can distribute traffic load to all of
the Traffic Managers in your cluster, while still using a single external traffic IP address.

This configuration involves an additional "loopback" virtual server that listens for traffic on the external traffic IP
address and then load-balances the requests across the Traffic Managers using their permanent IP addresses.

FIGURE 3 A"loopback” virtual server takes a single traffic IP address hosted on one Traffic Manager and
distributes it to the rest

TrafficIP 198.51.100.1

..balances on to...

External IP 192.0.2.29 192.0.2.30
Internal IP 10.100.1.1 10.100.1.2
.listening on...

First, create your primary virtual server that processes traffic and load-balances it across the back-end servers.
Configure this virtual server so that it listens on internal IP addresses and ports on each Traffic Manager, rather
than externally accessible ones. For example, the virtual server could listen on 192.0.2.1:80 and 192.0.2.2:80,

where the IP addresses are internally visible only.
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Then, create a second “loopback” virtual server that listens on the single external IP address and immediately
distributes traffic to the primary virtual server across the various Traffic Manager machines in your cluster.

As in the active-passive example, set up a single traffic IP address that will be raised by one Traffic Manager
only. Any traffic coming in to this address should then be processed by the simple loopback virtual server,
which is listening on that traffic IP address. The loopback virtual server should immediately select a loopback
pool that contains the internal IP addresses of the Traffic Manager machines in the cluster; the loopback pool
should use a either round-robin or least connections load balancing to evenly distribute traffic across the
Traffic Manager machines in the cluster. It should not use a load-balancing method that is influenced by
response time, as that will give very uneven request distribution.

The loopback virtual server uses little processing power. Ensure that all of the CPU-intensive processing is
performed by the primary virtual server - tasks such as SSL decryption, rules, content compression, and so on.

This method splits the load of more intensive tasks between the two Traffic Managers. If either Traffic Manager
fails, the service will continue to run (perhaps with a momentary interruption to some traffic). For example, if
the Traffic Manager that is hosting the external traffic IP address were to fail, the traffic IP would be transferred
to the remaining Traffic Manager. The loopback pool will detect that one of the nodes was unavailable and
direct all traffic to the primary virtual server running on the remaining Traffic Manager.

The target virtual server will observe the connection originating from the loopback virtual server, not the
remote client. Generally, the “X-Forwarded-For” or “X-Client-Cluster-Ip” headers can be used to determine the
correct source for the connection, but in the common case where SSL requests are forwarded by the loopback
virtual server, you should use the ssl_enhance and ssl_trust_magic settings described in the Preserving IP
Addresses with SSL Forwarding section in

Multiple-Redundant (N+M) Configuration

In the earlier cases, two Traffic Manager machines are used; if one should fail, a single point of failure is
introduced into the system. When running mission-critical services, a higher level of protection can be
employed by incorporating several additional Traffic Manager machines to form a multiple-redundant cluster.

Suppose that in normal operation you want to use N active Traffic Managers. You would then incorporate M
passive Traffic Managers, where M is the number of machines that could potentially fail without reducing the
number of Traffic Managers in operation.

To achieve this arrangement, you would need N+M front-end machines running the Traffic Manager. You can
create a traffic IP group containing N traffic IP addresses, yet spanning all N+M machines. If a machine in your
active group fails, a backup machine from the passive group is brought into active duty to take up the load. If
another machine fails, an additional passive Traffic Manager becomes active, and so on. This is a typical
clustering arrangement incorporating multiple layers of redundancy.
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Using IP Transparency with a Cluster

Using IP transparency with a cluster of Traffic Manager machines introduces additional complexity because
each server node is configured to route to a single Traffic Manager IP address. However, any of the Traffic
Manager machines in the cluster may send transparent connections to the server nodes, and the nodes must
route each response back via the Traffic Manager that originated the connection.

Active-Passive Configuration

With a single active Traffic Manager configuration, this can be achieved using the keeptogether setting in a
traffic IP group that uses single-hosted IP addresses.

Create a traffic IP group containing two IP addresses; the front-end IP address for incoming traffic, and a back-
end IP address that resides on the server side network. Select the keeptogether option in the traffic IP group.

Configure each back-end server to route all traffic via the back-end IP address you configured in the traffic IP
group.

FIGURE 4 The Traffic IP and Internal IP are bound together in a traffic IP group
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With this configuration, both IP addresses will be hosted on the same Traffic Manager machine. If that machine

were to fail, both IP addresses would be migrated to the same passive machine, making it the new active
machine. The back-end servers will now route traffic back via the new active machine.

Active-Active Configuration

With a configuration involving multiple active Traffic Managers, it is necessary to partition your back-end
servers into groups, one for each active Traffic Manager machine. These groups should then be defined as
pools within the Traffic Manager Admin Ul, adding each back-end server as a node accordingly.
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All servers in the same pool should have their default route configured to be the back-end IP address of the
corresponding Traffic Manager. Please refer to your operating system documentation for more details about
how to manipulate your server route settings.

FIGURE 5 Partitioning your servers into Traffic Manager specific pools
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TrafficScript rules can then be used to select the correct pool to route traffic to, based on either of the
following items:

The name of the Traffic Manager that is managing that connection.
The local client-side IP address (if using several "keeptogether" Traffic IP Groups in single-hosted mode).

The following code snippet demonstrates how this might work (using the Traffic Manager name as the
selection criteria):

Shostname = sys.hostname () ;

if( Shostname == "TM1" ) {
pool.use( "TM1 nodes" );

}

if( Shostname == "TM2" ) {
pool.use( "TM2 nodes" );

}

if( Shostname == "TM3" ) {

pool.use( "TM3 nodes" );
}

ATTENTION

This configuration does, however, include the limitation whereby if a Traffic Manager fails the associated pool
will become redundant. Additionally, session persistence cannot reliably be used (particularly if multi-hosted IP
addresses are in use).
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IP transparency can be used selectively. For example, suppose that a Traffic Manager cluster is managing high
volume Web traffic to www.mysite.com, and low volume SMTP traffic to mail.mysite.com. Only the SMTP traffic
needs to be transparent. In this case, the following is true:

www.mysite.com can resolve to several IP addresses in an Active-Active TrafficCluster configuration
without IP transparency.

mail.mysite.com can resolve to a single IP address using the Active-Passive keeptogether configuration
described above.

Route Health Injection and the Network

When using Route Health Injection (RHI), the Traffic Manager communicates with routers in the adjacent
routing domain. Once it has established communication, the Traffic Manager joins the routing domain and
advertises RHI traffic IP addresses into it.

FIGURE 6 Advertising traffic IP addresses using RHI

routing
domain

Switch

Such advertisements are dynamic and respond automatically to your Traffic Manager configuration changes
that create, destroy, or move RHI traffic IP addresses. The advertisements also respond automatically to
failures detected by the Traffic Manager, and through the routing domain's dynamic routing protocols, to
network failures that are not local to the Traffic Manager.
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RHI is therefore able to work in a wide variety of deployments. For example, on a small scale to manage simple
local failover (such as within a single datacenter rack), and on a large scale to manage traffic distribution and
failover between different datacenters within an enterprise or across the whole Internet.

RHI operates using RHI-designated IPv4 traffic IP groups. In a single location, you can use an RHI traffic IP group
serviced by either a single active Traffic Manager, or an active-passive pair of Traffic Managers (See "Active-
Passive Configuration - Single-Hosted and Route Health Injection Modes" on page 43).

Note: RHI does not support Traffic IP groups based on IPv6 addresses.

To increase scale, you can repeat this pattern in further Traffic Manager datacenter locations as necessary.
Different locations use different RHI traffic IP groups, where the Traffic IP addresses in each group are identical,
but the OSPFv2 or BGP metrics used are typically different.

Note: For OSPFv2, this scenario requires all datacenters to be in the same routing domain. For BGP, datacenters
can be internal or external to the routing domain.

Locations might have different priorities. For example, with a two-location primary-standby datacenter
deployment, you configure the following:

1. Inthe primary datacenter, configure a primary RHI traffic IP group serviced by an active-passive Traffic
Manager pair.

2. Inthe standby datacenter, configure a standby RHI traffic IP group serviced by an active-passive Traffic
Manager pair.

3. Configure the standby RHI traffic IP group with a very high metric, such that the primary datacenter is
always preferred unless it is unavailable.
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FIGURE 7 A dual datacenter deployment with RHI
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Alternatively, your datacenter locations might have similar priority, resulting in multiple active locations where
routing decisions are based on using the best route, according to the network topology. This is often referred
to as an anycast configuration. To achieve it, configure the RHI traffic IP groups in each location with the same
metrics.

Note: RHI implemented with BGP over multiple locations requires other parts of your infrastructure to be
configured to support it. In other words, you must ensure that the routers between your datacenter locations
respect the supplied metrics, and do not have other policies configured that might influence location choice.

The Credentials Used for RHI Communications

To implement RHI, each Traffic Manager communicates with adjacent routers using OSPFv2 or by establishing
a session with BGP. You must configure your Traffic Manager with suitable credentials to enable the Traffic
Manager to establish communications with an adjacent OSPFv2 or BGP enabled router. This process is called
“peering” with the router.

Note: OSPFv2 communication requires multicast.

You can create clusters of Traffic Managers that use the same credentials. Each cluster (or each Configuration
Location within a Multi-Site Manager cluster; see "Multi-Site Cluster Management" on page 404) uses one set
of credentials, and therefore all Traffic Managers in the cluster (or Configuration Location) join the same area
(for OSPFv2) or Autonomous System (AS) (for BGP).

If you have multiple locations that require different credentials, the Traffic Managers in the different locations
do not need to be clustered. If, however, you want to cluster them, you must use the Traffic Manager's Multi-
Site Manager functionality.

To enter your OSPFv2 or BGP credentials, use the System > Fault Tolerance page.

For further details about OSPFv2/BGP configuration and RHI traffic IP group configuration, see “Traffic IP
Groups and Fault Tolerance” on page 85
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Troubleshooting RHI Issues

The Traffic Manager uses third party routing software for RHI operations. This routing software logs RHI events
to a specific file in your file system: $ZEUSHOME/log/routing sw

The contents of this file are included in your Technical Support Reports (see )and
can be useful to your support provider in troubleshooting RHI communication problems in your Traffic
Manager deployment.

This log file is subject to the following rotation policy:

For Virtual Appliance and Cloud instances, the Traffic Manager performs log rotation automatically
using a fixed file size (50 MB by default). Archived logs are compressed with the "gzip" compression
method and stored under a name containing the date and a sequential number.

For software instances, you must enact your own rotation policy. To inform the Traffic Manager that the
log file has been rotated (moved), use the script $ZEUSHOME / zxtm/zebos/bin/reload logfile
post-rotation to restart the logging process in a new file.

An Introduction to OSPFv2 and BGP

The Traffic Manager supports Open Shortest Path First version 2 (OSPFv2) and Border Gateway Protocol (BGP)
as routing protocols for RHI.

|H

OSPFv2 is an “interior gateway protocol”, typically used to distribute routes inside a single Autonomous
System (AS) on a network, for example, with ISPs or large company networks. OSPFv2 enables routers to auto-
discover and synchronize with other OSPFv2-configured routers in the same AS.

OSPFv2 works at Layer 3, using raw IP packets rather than over TCP or UDP, using a Time-To-Live (TTL) value of
1. It uses multicast addressing to flood routing information to the next router in the chain, and it is able to
handle its own error detection and correction. OSPFv2 is typically internal to a body such as an ISP and is quick
to converge (when a route changes, convergence is achieved when all routers in a network agree the new
quickest route).

For further information on OSPF, see

BGP is, by comparison, an exterior gateway protocol, typically used to distribute routing and reachability
information outside of individual AS's.

Note: BGP can still be used as an interior gateway protocol. For this purpose, the Traffic Manager uses Internal
BGP (known as iBGP) for information exchange. For communication between routers in different ASs, the Traffic
Manager uses External BGP (known as eBGP).

Unlike OSPFv2, rather than being able to auto-discover their peers, BGP enabled routers require you to define
the explicit configuration of the neighbors with which they expect to establish sessions.

For further information on BGP, see

You can configure the Traffic Manager to use either, or both, of these protocols to advertise IP addresses and
to have these advertisements propagate through the network. To enable and use Route Health Injection with
your services, see


http://en.wikipedia.org/wiki/Open_Shortest_Path_First
www.bgp4.as

Introduction to IPv6

IPv6 is a network layer protocol used in switching-packet networks. The main characteristic of IPv6 is the large
amount of available addresses, as it uses 128 bits-long addresses instead of the 32 bits length provided by
IPv4. It also simplifies the network management avoiding the use of complex subnetting schemes.

Some of the advantages provided by IPv6 are:

IP security

Mobile IP addresses
Simplified header structure
Address auto-configuration

Anycast (one address out of many) and mandatory multicast addresses

Main Features of IPv6 in the Traffic Manager
The Traffic Manager provides the following aspects of IPv6 support:

The Traffic Manager acts as a gateway for IPv6
The Traffic Manager can process different IP address versions at your front end and back-end servers
The Traffic Manager is able to work in IPv4-IPv6 mixed-networks, and in just-IPv4 networks

IPv6 unicast addresses can be used for configuring your Traffic Manager wherever IPv4 addresses can be used:
in traffic IP addresses (excluding RHI and multi-hosted traffic IP addresses), when specifying nodes or the
addresses a virtual server is listening on, in TrafficScript rules, and so on.

Your Traffic Manager can also function as a gateway from IPv4 to IPv6 or vice versa and even both at the same
time.

Technical Restrictions

ATTENTION
Some restrictions apply when using IPv6 in the Traffic Manager environment. Although they should not affect

the normal running of the software, these restrictions must always be taken into account.
This is a list of the main restrictions regarding the use of IPvé:

The internal communication between different Traffic Managers is done over the IPv4 protocol.
Heartbeat messages only work on IPv4, as does the administration server.

When using a hostname in the configuration of a back-end node, the Traffic Manager will first look up
the IPv4 address. If you want to use the IPv6 address of a machine where the DNS has both IPv4 and
IPv6 addresses, you must enter the IPv6 address directly.

If a host has only an IPv6 address in the DNS, that address will be used.
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Tuning Duplicate Address Detection

Note: This section applies only to the Traffic Manager software variant. Traffic Manager hardware appliances,
virtual appliances, and cloud variants are automatically configured with Duplicate Address Detection correctly
tuned.

The Duplicate Address Detection (DAD) feature of many operating systems seeks to ensure that two machines
do not raise the same address simultaneously. This feature can conflict with the Traffic Manager's fault
tolerance; when an IP is transferred from one Traffic Manager system to another, timing conditions may trigger
DAD on the Traffic Manager that is raising the address. The DAD feature can be tuned as follows:

Linux: the sysctls are called net.ipv6.conf.default.dad_transmits and net.ipv6.conf.all.dad_transmits.
Add (or change) these lines in /etc/sysctl.conf to:

net.ipvé6.conf.default.dad transmits = 0
and:
net.ipvé6.conf.all.dad transmits = 0

For immediate change, issue this command for each relevant interface (eth1 in this example), plus
“default” and “all”:

# sysctl -w net.ipvé6.conf.ethl.dad transmits=0
# sysctl -w net.ipvé6.conf.default.dad transmits=0

# sysctl -w net.ipvé6.conf.all.dad transmits=0
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Initial Configuration

This chapter explains how to set up a basic traffic-managed site. It contains the following sections:

Architecture CoNCEPES o\ vttt e e e e e e e e e e 33
Managing Your FirSt SErVviCe. . ... ..ot e e 35
Creating a ClUSter . ..ot e e e e e e e 37

Architecture Concepts

A Traffic Manager manages traffic for network services like Web and application servers (HTTP, HTTPS), Web
services (SOAP), mail (SMTP, POP, IMAP) and other protocols such as DNS and streaming media.

A “service" is published as an IP address and port, and accepts traffic using the appropriate protocol.

A website might be hosted at www. example. com. This website name is then mapped through DNS to resolve
to an IP address, and you configure your Traffic Manager service to listen on that IP address for a particular
traffic type on the corresponding port (for example, HTTP traffic on port 80).

For example, an Internet Service Provider (ISP) publishes its POP3 and SMTP mail servers as
pop.example.com and smtp.example.com. Each of these servers has a DNS entry linking it to an IP
address:

pop.example.com has address 192.0.2.150
smtp.example.com has address 192.0.2.151

pop.example.com listens on port 110 for POP3 traffic, while smtp.example.com listens on port 25 for
SMTP traffic.

Within a Traffic Manager, all the traffic for a particular service is handled by a “virtual server”. This is the
interface between a Traffic Manager and the Internet, and is set up for a specified port and protocol; typically,
it will manage all the traffic for that protocol.

When the virtual server receives a request, it assigns it to a “pool”. This is a collection of “nodes”, each
corresponding to a back-end server and port, such as serverl.example.com: 80. The pool load-balances
traffic across the nodes. You can set up several pools, which might have nodes in common.

To decide which pool to use for a request, the virtual server can apply a list of “rules”. A rule inspects the
incoming request, and decides what action to take with it. It can choose a pool to handle the request, close the
request, or pass the request on to the next rule in the list. If no rule makes a positive routing decision, the
request is assigned to the virtual server's “default pool".

If a node in the pool should fail, the Traffic Manager's “monitors” detect this automatically. Consequently, the
Traffic Manager stops sending requests to that node. Traffic is distributed among the other nodes in the pool
with no visible disruption to the service.
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FIGURE 8 Abasic Traffic Manager configuration
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A Traffic Manager machine can run many virtual servers, one for each service it manages. Each virtual server
can use several rules and pools, and various monitors can watch the pools.

Rules and monitors are organized into “Catalogs”. The Rules Catalog, for instance, holds all the rules which
have been written for the system. A rule in the catalog can be applied to any virtual server easily. Other shared
items, such as SSL certificates and service protection classes, are also held in catalogs.

Two or more Traffic Manager machines can be arranged in a “cluster”. Configuration is shared across all the
Traffic Manager machines in the cluster; each machine runs the same virtual servers, using the same rules, and
so on.

The public traffic IP addresses used for your services can be arranged into “traffic IP groups”. A traffic IP group
spans some or all of the Traffic Managers in the cluster, and these Traffic Managers host the group's IP
addresses between them. If a Traffic Manager machine should fail, one of the other machines in its traffic IP
group raises its IP address. This, with the pools’ failover system, gives full fault-tolerance for both front ends
and back ends.

While a Traffic Manager is running, hostnames are re-resolved at regular intervals, usually of no more than 5
minutes. This provides an efficient re-resolving of nodes whenever the DNS changes.
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Managing Your First Service

To begin managing your first service, create a virtual server and a default pool. There are two ways to do this:
using the “Manage a New Service” wizard or the “Configure” pages.

Browse to the Web address of the Admin Ul of your fully configured Traffic Manager. Log in with your
username and password.

Note: For full details of how to install and configure the Traffic Manager, see the Pulse Secure Virtual Traffic
Manager: Installation and Getting Started Guide for the product variant you are using.

Using the Wizard to Create a Virtual Server and Pool

Click the "Wizards" drop-down menu and select Manage a New Service. Step through the instructions that
follow.

1. Specify a name that you will use to identify the virtual server. Choose a protocol and port for the virtual
server (e.g. HTTP, port 80).

FIGURE9  Three basic parameters to define the server: name, protocol, and port number
Manage a new Service, step 2 of 4

2. Specify the service

Please enter a brief name to identify the service you would like to balance,
MName: Web Traffic

Please select the protocol that the service uses.
Protocol: HTTF \

Please specify the port that the protocal listens on,
Port; a0

| Cancel | | 4 Back | |Nextln- |

2. Create a list of back-end nodes, which will form the default pool for the virtual server. The nodes are
identified by hostname and port. You can modify them later from the Pools > Edit page (see “Pools” on
page 59). You should ensure that you can serve content directly from the hostname-port combinations
you specify.
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FIGURE 10 Creating nodes for the server
Manage a new Service, step 3 of 4

Please enter the hostname and port of each node:

Hostname: serverd.mysite.com Port; B0 Add Mode

Modes:

server!.mysite.com:80
serverz. mysite.com:80
serverd. mysite.com:80

To remave a node from the list, select it and press 'Remove node’:  Remeve Node

Cancel 4 Back Next

Note: If, for evaluation purposes, you are running a Traffic Manager on the same machine as your web server
(or other test server), you need to make sure the two services are listening on different ports.

For example, suppose you are managing traffic to a Web server. The default HTTP port is 80; so you
might have the Web server listening on port 8080 and the Traffic Manager listening on port 80. This
means that entering the machine name in a browser (such as server1.mysite.com) will send traffic via

the Traffic Manager.

3. Review the settings you have chosen, then click Finish.

4. You can now test your Traffic Manager setup by browsing to the machine and port you set up for your
new service.

Note: Names for virtual servers, pools, error files, and so on, cannot begin with a period (.), an underscore (_),
or a pound sign (#), and cannot end with a tilde (~).

Creating a Pool and Virtual Server Manually
Click the Services button on the top bar of the Admin Ul. Use the Services pages to manage your virtual
servers, pools, and Traffic Managers.

Creating a Pool

1. First you must create a pool of back-end servers. Click the Pools tab and fill in the details in the “Create
a New Pool” section.

Choose a name for the pool, and enter a list of nodes (unless you enable Autoscaling, in which case no
nodes are required). Each node should be listed in the form “server1.mysite.com:80", where 80 is the
port “server1” is listening on. The nodes should be separated by spaces:
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sl.mysite.com:80 s2.mysite.com:8080 s3.mysite.com:80

2. Click Create Pool. You will be taken to the Pools > Edit page for your new pool, where you can edit its
basic and more advanced settings.

Creating a Virtual Server

1. Click the Virtual Servers tab to create a new virtual server. You must specify a name, a protocol, and
the port the virtual server is to listen on. If you are installing the Traffic Manager and your server
software on the same machine, note the comment about port numbers in the previous section.

You must select a default pool for the virtual server. Requests will be assigned to this pool unless a rule
specifies another pool or action.

2. (lick Create Virtual Server. You are taken to the Virtual Servers > Edit page for your new virtual
server, where you can edit basic and advanced settings. These include the IP addresses (specified by
domain name or address) the virtual server listens on.

Creating a Cluster

The Traffic Manager is often deployed as clusters of two or more instances for fault tolerance (see “Traffic IP
Groups and Fault Tolerance” on page 85) and management reasons. All of the Traffic Managers in a cluster
share the same service configuration and are managed as a single entity.

Note: System-specific settings, however, such as network configuration remain unique to each cluster member
and must be managed individually.

You can join Traffic Manager systems together to form a cluster using one of the following methods:

To create a new Traffic Manager cluster from scratch, choose one Traffic Manager as the first cluster
member. Then, log in to the admin Ul on each of your other Traffic Managers in turn, and use the “join
a cluster” wizard to join with the first Traffic Manager.

To join an existing Traffic Manager cluster, login to the Admin Ul on each new instance and use the “join
a cluster wizard” to join each of these with the existing cluster.

Note: In a cluster, all Traffic Managers are considered equal. You can access the Admin Ul on any of your Traffic
Managers, and the configuration changes you make are automatically replicated across the cluster. All of the
Traffic Managers function together to provide fault tolerance and simplified management.

Joining a Cluster

Log in to the Admin Ul on one of your Traffic Managers and select Join a cluster from the "Wizards:" drop
down box in the tool bar.
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FIGURE 11 Creating a cluster using the wizard

= e ager Appliance: Develope ode

f#|Sm ¢ =+ 0

Cluster: OK

Ob/s |

Wizards v

Last successful login by admin: 2017-09-28 16:43:33 -0700 from 10.197.220.95 (UI) on vtm-01.
Failed login attempts since then: none.

Traffic vtm-01

Managers 10.62.165.98

Services

E_ﬁﬂa Web Traffic E]@ s @] Web Traffic

Help

Wizards

Manage a new service
Optimize a web application
Disable a node

Drain a node

Reactivate a node
Remove a nade

SSL Decrypt a service
Enable/Disable a rule
Backup my configuration
Restore from a backup
Free up some disk space

The Cluster Joining wizard starts in a separate pop up window.

FIGURE 12 Step 1 of the Cluster Joining wizard

Cluster Joining wizard, step 1 of 5

1. Getting Started

This wizard joins your current traffic manager to an existing cluster so that it can share the cluster's

configuration and traffic.

Joining a new cluster will remove this traffic manager from its current cluster.

Would you like to select an existing cluster from a list of available clusters on your network, or enter the

Administration Server address and port of a specfic traffic manager to join?
O Select existing cluster
Manually specify host/port

Cancel « Back Mext b

To instruct the Traffic Manager to automatically scan the network for contactable Traffic Managers, click "select
existing cluster". Alternatively, to enter a specific hostname and port you want to join, click "Manually specify

host/port". Click Next to continue.

The next step reflects the choice you made in Step 1. If you clicked "select existing cluster”, the Traffic Manager
presents a list of discovered Traffic Manager instances and clusters.

FIGURE 13 Selecting an existing Traffic Manager cluster to join

Cluster Joining wizard, step 2 of 5

Please select the cluster you wish to join:

Cluster 1: aknox-02.cam.zeus.com:9092

Cluster 2: apritchard-12.cam.zeus.com: 9090

Cluster 3: coeus.cam.zeus.com:9090

Cluster 4: fry:9090

Cluster 5: rkistruck-2b:9090 rkistruck-2d.cam.zeus.com:5090
Cluster 6: jmoore-01:9090

Cluster 7: jsteele-00.cam.zeus.com:5090 jsteele-04.cam.zeus.com:9090

Cancel 4 Back

Mext

If you clicked "Manually specify host/port", enter your hostname and port number in the boxes provided.
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FIGURE 14 Enter a specific hostname and port number to join

Cluster Joining wizard, step 2 of 5

2. Cluster selection

Please provide the admin server host and port of one of the machines in the cluster you wish to join:

Hostname: 10.62.165.97

Port: 9090

| Cancel | | 4 Back | | Nextw |

Click Next to continue.

To connect to the specified instance or cluster, you must verify the identity of the Traffic Managers within the
cluster, and provide the administration credentials used by the cluster.

FIGURE 15  Authenticating the selected cluster

Cluster Joining wizard, step 3 of 5

The admin server you are clustering with is using an SSL certificate with the following SHA-1 fingerprint:

B6:35:68:29:76:56:15:C0:FF:76
10.62.165.97:9090 ¥
69:89:DA:30:7A:DB:02:60:2A:89

» Unfold to view full certificate details ...

Please check the box beside the fingerprint above to indicate that you have verified it or that you trust
the network between it and this system.

If you do not already have this fingerprint on record you can get it by logaging into the target admin
server and visiting the System > Security page. (Refer to the product documentation for further
information on cluster security.)

Enter the username and password of a user in the target cluster with permission to add and remove
traffic managers.

Username: |admin

Password: sesss

| Cancel | | 4Back | | Nextw |

Pulse Secure recommends that you verify the identity of each Traffic Manager in the cluster you want to join.
To verify a Traffic Manager's identity, check the displayed SHA-1 fingerprint against the fingerprint shown in the
target Traffic Manager's Admin Ul, in System > Security.

Tick the checkbox next to each Traffic Manager hostname to confirm you trust it's identity, and then enter the
cluster admin username and password. Click Next to continue.

Check your settings and click Finish to join the cluster. The Traffic Manager software reconfigures itself and
presents a new home page showing all connected Traffic Manager instances in the Traffic Managers list.

To add further Traffic Managers to the cluster, run the “Join a cluster” wizard on the Admin Ul of each Traffic
Manager you want to add.
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If you want to join a Traffic Manager to an existing cluster, but the cluster does not appear in the list in the
wizard, check your network configuration and cabling and ensure that the network permits multicast and
broadcast packets.

Joining Clusters with Traffic IP Groups

If the cluster already has one or more Traffic IP groups configured, the wizard can add the new Traffic Manager
to these Traffic IP groups so that it starts handling traffic immediately.

However, this is likely to result in a number of connections being dropped at the instant the new Traffic
Manager is added to the Traffic IP group, because allocations of traffic need to be transferred to the new Traffic
Manager. In this case, you can select to add the new Traffic Manager as a "passive" member of the Traffic IP
group. It does not accept any traffic until another member of the group fails.
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Virtual Servers

This chapter describes the concept of a virtual server, a configuration object used to represent the interface
between a Traffic Manager and the Internet. It contains the following sections:

L oAU ON .« . e e e 41
APPIYING RUIES . . o e 43
S DY P ON . L ettt e e 44
Service Protection Classes . .ottt e e 45
Bandwidth Management Classes . . .....oo ittt e e 45
Service Level Monitoring Classes . ..ot n i et e e e e e e 46
HTTP Content Caching .. ... e e e e e e e 46
Web AcCelerator .. ... . 46
HTTP Content ComPresSSiON. ..ottt et et et et ettt et 47
CoNNeCtioN ANalYtiCS. . .ot 48
REQUEST LOZZINg . ot ittt e e 50
ProtOCOl SettiNgS .ottt e e 52
Introduction

A virtual server manages all the traffic for a specified port and protocol. It can apply rules to decide which pool
should handle a request, and can decrypt SSL traffic if required.

The Traffic Manager supports a wide range of protocols. Specialized handlers are provided for complex
protocols such as HTTP, RTSP and SIP, and the software can load-balance TCP connections and UDP sessions
using the “Generic” protocol versions. Details about the protocol support available can be found in “Protocol
Support” on page 163

To view a list of your virtual servers, click Services > Virtual Servers. Click the name of an existing virtual server
to modify its settings, or create a new virtual server using the “Create a new Virtual Server” section.

Using Virtual Servers

Generally, you should plan to run one virtual server for each distinct service you are running. That is, each TCP
or UDP port you are accepting traffic on.

For example, you should run one virtual server for HTTP, irrespective of how many distinct Web sites you are
running on port 80. This differs from the way you might configure a Web server, where you configure one
virtual server for each distinct Web site. If you need subtly different traffic management configurations for each
Web site, these can be implemented using TrafficScript to control how the traffic is managed.
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Atypical Traffic Manager installation might only have 5 or 10 virtual servers configured. If you anticipate having
more than 100 virtual servers, you should plan to manage your Traffic Manager system using the
programmatic Control API (see ) or REST API (see the Pulse
Secure Virtual Traffic Manager: REST APl Guide) rather than the Web-based Admin UI.

Selecting a Protocol

When you configure a virtual server, you need to specify the protocol of the traffic it is handling. The protocol
value is the internal protocol used within the Traffic Manager to parse and interpret the traffic. Choose the
most appropriate protocol setting for the traffic you are managing.

The “Generic Server First”, “Generic Client First” and “Generic Streaming” protocols are simple TCP protocol
handlers that process TCP connections, forwarding data between clients and servers. The three protocols
differ as follows:

When the Traffic Manager receives a connection on a ‘Generic Server First’ virtual server, it immediately
runs any TrafficScript rules, makes a load-balancing decision and connects to a back-end server. It then
relays data bi-directionally between the client and the server.

This selection is appropriate for protocols where the server application writes a “handshake” or
“banner” message when the client application connects, before the client writes any data to the server.

When the Traffic Manager receives a connection on a “Generic Client First” virtual server, it does not
process the connection until some data has been received from the client. The Traffic Manager then
runs TrafficScript rules, makes the load-balancing decision, connects to the selected back-end server
and writes the data previously received from the client. The Traffic Manager then relays data bi-
directionally between the client and the server.

This selection is appropriate for protocols where the server expects the client to initiate the dialog by
writing data first.

The “Generic Streaming” protocol resembles Generic Server First, however is an appropriate choice
where the virtual server is expected to handle non-request/response data originating from either the
client or the back-end server. The Traffic Manager runs associated TrafficScript rules each time, makes
a load-balancing decision and then relays data bi-directionally between the client and the server.

This selection is appropriate for protocols where the server or client may initiate the dialog, but not
automatically expect a response to any data received.

These generic protocols are the foundation that other TCP protocol handlers are built upon. The generic
protocols allow you to inspect and rewrite request and response data and synchronize the communications
between the client and the server, but only at a very low level.

The other TCP protocol handlers in the software are specialized for particular protocols - FTP, HTTP, and so on.
When you select a more specialized protocol such as HTTP, the following conditions are true:

Additional protocol-specific options are made available in the configuration of the virtual server and
pool, such as "keepalive” settings for HTTP or security settings for FTP.

The Traffic Manager parses messages in that protocol and allows you to use additional TrafficScript
functions to manage the request and response data more easily; helper functions to read and set
Cookies in an HTTP transaction, for example.



You can use the appropriate basic “Generic” protocol handler when you are processing a high-level protocol
such as HTTP. If you do so, you will be unable to use the specialized handling for that protocol.

A virtual server also supports traffic over UDP. You can select either basic UDP (for a simple UDP request-
response protocol such as DNS) or UDP streaming (where the server may send a limitless number of UDP
packets in response to a request).

Refer to for more details about specific protocol support.

Note: If the Traffic Manager decrypts SSL-encrypted traffic, references to protocol refer to the protocol of the
decrypted traffic. For example, if the Traffic Manager is receiving HTTPS traffic on port 443 and uses SSL
decryption to decrypt it, then the protocol in use within the Traffic Manager is HTTP.

Applying Rules
A virtual server examines a request using TrafficScript rules to choose an action to take. Each rule examines
the request, possibly maodifies it, and performs a final action:

Choose a pool to handle the request.

Close the request.

Log the transaction.

Do nothing; the request is passed to the next rule in the list.

Each virtual server is associated with a “default pool”. If no rule makes a positive routing decision, the request is
assigned to this pool.

Arule can also selectively enable or disable features in the Traffic Manager for that specific connection. For
example, a rule can specify that the request should use a particular session persistence class, or that the
response should not be cached.

Rules are constructed using Pulse Secure's TrafficScript language. This has the capability to inspect all aspects
of the incoming request, from the source and destination port and IP to the type and actual content of the
traffic. TrafficScript incorporates support for XPath (a language used to query XML documents), XSLT, and other
XML-specific capabilities. These are often used by SOAP-based protocols employed by Web services, and
enable complex data to be exchanged and understood automatically without user intervention.

Rules are applied in the order that you specify. You can apply rules to each incoming request, to each outgoing
response, and at the completion of a transaction.

Create your rules in the rules catalog (see the Catalogs > Rules page of the Admin Ul) and apply them through
a virtual server. Any virtual server can use any rule from the catalog.

To add a rule to your virtual server, go to the applicable Virtual Servers > Edit page and click Rules. For
request rules, use the "Request Rules" section. Likewise, for response and transaction completion rules, use
the "Response Rules" and "Transaction Completion Rules" sections, respectively. Select a new rule to add from
the drop-down box in the desired section, then click Add Rule.



The rules for your virtual server are shown in a list, and are applied in the order shown. Move a rule up or
down the list using the grab handle to the left of each rule bar. Using the mouse pointer, drag and drop the
rule to the new position you want it to be in; the Traffic Manager reorders the list automatically. If you have only
one rule, no grab handle is displayed, and you cannot drag rules between sections.

You can disable a rule in the list to temporarily stop it from being executed, and re-enable it to make it active
again.

For non-HTTP protocols that conduct a lengthy dialog with many requests and responses in one connection,
you can choose whether a rule should be run “once” (just against the first request) or against “every” request.
covers creating and applying rules in more detail.

The TrafficScript language is documented in a dedicated reference guide, available from the Pulse Secure Web
site at:

SSL Decryption

A virtual server can decrypt SSL traffic. This can be useful for two reasons:

1. After decryption, a rule can analyze the request's headers and contents to make an informed routing
decision. Without decrypting the packets very little information is available.

2. Decrypting requests requires processing power. It may be more efficient if the Traffic Manager decrypts
requests before passing them on to the nodes, reducing the load on the back-end servers.

If traffic is decrypted in order to apply rules, you may wish to re-encrypt it before sending it on to the back
ends. Re-encryption is handled by the pools (see ).

To set up a virtual server to decrypt SSL traffic, go to the Virtual Servers > Edit page for that virtual server and
click SSL Decryption. You can choose whether to decrypt traffic, and which certificate from the SSL Certificates
Catalog to use. You can also configure the allowed cipher suites and the SSL or TLS (Transport Layer Security)
versions for each virtual server.

You can also choose whether to request an SSL client certificate. These serve to identify the client, and you can
use them to restrict access to only those individuals you choose.

The Traffic Manager can also check client certificates using OCSP (Online Certificate Status Protocol). OCSP is
an alternative to Certificate Revocation Lists (CRLs) and allows the Traffic Manager to obtain the revocation
status of a client certificate. Clients making TLS connections can request that the virtual server supply status
information for the server's certificate as part of the TLS handshake. Enable “OCSP Stapling” to instruct the
Traffic Manager to retrieve the necessary OCSP responses and include them in its handshake messages.

The Traffic Manager's SSL capability is described in detail in


http://www.pulsesecure.net

Decrypting SSL Pass-Through Traffic

Recall that the protocol value for a virtual server refers to the internal protocol that the Traffic Manager is
managing, after performing transformations such as SSL decryption.

If the protocol value for the virtual server is set to "SSL", this indicates that the virtual server is just forwarding
SSL traffic in SSL pass-through mode. If you want to configure SSL decryption, you must first change the
protocol value to the correct value for the internal protocol (for example, HTTP). In this case, your pools are
probably sending traffic to nodes which expect SSL encrypted traffic, so you will also need to configure SSL
encryption in the pools.

You can use the “SSL Decrypt a Service” wizard to configure an SSL pass-through service to decrypt traffic in
the virtual server, and re-encrypt it in the pool. This wizard is described in

Note that only some protocols support SSL decryption. SSL decryption is not available for UDP based
protocols, or for protocols that cannot be automatically wrapped with SSL such as SIP.

Service Protection Classes

A “service protection class” is a group of settings you specify to protect your service against malicious attacks,
such as Denial of Service (DoS) and Distributed Denial of Service (DD0S). You can create a service protection
class in the Service Protection Catalog, and configure settings such as:

Lists of banned and trusted IP addresses. Connections from these IP addresses are never allowed and
always allowed, respectively.

Limits on the number of connections from one machine or a group of machines.
A limit on the connection rate from any one IP address.
Restrictions on HTTP requests, such as whether they should be strictly RFC2396-compliant.
You can apply a service protection class to a virtual server by clicking the Classes link on the appropriate

Virtual Servers > Edit page. In the Service Protection section, select a class from the list and click Update.

Service protection is covered in detail in

Bandwidth Management Classes

A "bandwidth management class” defines a bandwidth limit that virtual servers can apply to data sent to
clients. For example, if several large download connections were assigned a shared limit bandwidth class of
250Kbits, these connections could not consume more than this limit.

You can apply a bandwidth management class to a virtual server by clicking the Classes link on the appropriate
Virtual Servers > Edit page. In the Bandwidth Management section, select a class from the list and click
Update. This will have the effect of limiting all the traffic the virtual server manages to the defined value in the
class, according to the limit sharing type specified (per-connection, per-machine, or cluster-wide).

Bandwidth Management is covered in detail in



Note: Bandwidth Management is not available on all Traffic Manager configurations. If required, it can be
obtained via a software or license key upgrade.

Service Level Monitoring Classes

“Service Level Monitoring (SLM) classes” are used to monitor the level of service (response time) that end users
of the service are receiving. An SLM class defines a desired response time. It also defines percentage tolerance
limits; if the percentage of requests that meet the desired response time falls below these limits, an alert or log
message is raised.

You can apply a service level monitoring class to a virtual server by clicking the Classes link on the appropriate
Virtual Servers > Edit page. In the Service Level Monitoring section, select a class from the list and click
Update. This will cause the virtual server to monitor and log the response times for all of the connections it
manages, and raise log+ messages or alerts in the event of service level problems.

Service Level Monitoring is covered in detail in

Note: Service Level Monitoring is not available on all Traffic Manager configurations. If required, it can be
obtained via a software or license key upgrade.

HTTP Content Caching

A Traffic Manager HTTP virtual server can detect commonly requested HTTP resources, and remember their
content if it does not change each time it is requested. This capability is called “Content Caching”.

When the virtual server sees subsequent requests for the same resource, it can return the content for the
resource directly from the local cache, rather than forwarding the request on to a (possibly overloaded) back-
end server. This capability reduces the load on the back-end servers and improves the performance and
capacity of your HTTP services.

Clicking the Content Caching link on the Virtual Servers > Edit page shows you the settings for content

caching. You can enable the content caching capability, and specify how long various types of content are
cached for. Content caching is only available for HTTP virtual servers, and for virtual servers accepting and
decrypting HTTPS traffic.

Content Caching is described in detail in

Note: HTTP Content Caching is not available on all Traffic Manager configurations. If required, it can be obtained
via a software or license key upgrade.

Web Accelerator

Pulse Secure Web Accelerator (Web Accelerator) provides optimization technology for your Web content. It
automatically optimizes Web page markup and elements, such as HTML code, images, scripts, and custom

style sheets, so they load faster for end users. Reducing Web page load time is vital to improving end user

experience.



Where possible, versions of these optimized elements are internally cached for an even quicker response to
subsequent requests. These accelerated Web pages are faster to load and can also save on data traffic and
server infrastructure, thanks to better bandwidth utilization.

To enable Web Accelerator for your services, click the Web Accelerator link on the Virtual Servers > Edit
page. Note that this facility is only available for your HTTP virtual servers.

For full details on Web Accelerator settings, see

Note: Web Accelerator functionality is not available as standard on all Traffic Manager configurations. If you
require Web Accelerator, contact Pulse Secure Support for a software or license key upgrade.

HTTP Content Compression

The Traffic Manager can compress an HTTP response when it sends it to the remote client. This can reduce
your bandwidth usage, and speed up the delivery of large Web pages to clients with slow connections.

Not all browsers can receive compressed content; those which do specify this in the HTTP request headers.
The Traffic Manager compresses content only for those browsers which are able to decompress it.

Some Web servers are also able to compress content, so it may be more efficient to spread this work across
your Web servers instead of using the Traffic Manager for this purpose. However, enabling compression on
both should not cause any problems.

Clicking the Content Compression link on the Virtual Servers > Edit page shows you settings for content
compression. You can choose whether to enable compression; which MIME file types to compress; and the
size of documents that should be compressed.

If you offer large files for download from your site, it may be sensible to pre-compress them rather than have a
server do this each time they are requested.

Controlling Content Compression

The Traffic Manager can compress HTTP responses if the request contains an “Accept-Encoding: gzip” header.
The Traffic Manager checks the request before and after running TrafficScript rules; if the header is present in
either case, the Traffic Manager will compress the content.

For example, you can configure a rule to remove the Accept-Encoding header from a request. In this case, the
back-end server will never send a compressed response (because it never sees the header), but the Traffic
Manager will compress the response from the back-end server if the remote client supports compression. This
technique can be used to offload all compression tasks from the back-end server onto the Traffic Manager.

You can also control whether the Traffic Manager compresses content using the http.compress.enable ()
and http.compress.disable () TrafficScript functions.



Pulse Secure Virtual Traffic Manager: User's Guide

Connection Analytics
To facilitate efforts in tracing and debugging traffic to your services, the Traffic Manager can display full details
about each connection handled by a virtual server.

To enable this feature for a virtual server, click Services > Virtual Servers > Edit > Connection Analytics.

The following table contains details of the connection analytics configuration options available to a virtual
server:

Configuration Option Description

recent_connslenabled Enable this setting to ensure connections handled by this
virtual server are shown on the Activity > Connections page.

recent_conns!save_all Select whether to show or hide, by default, all connections
handled by this virtual server on the Activity > Connections
page. You then override this behavior for individual
connections using TrafficScript.

Set to “No” to hide all connections by default, and then use the
TrafficScript function recentconns.include () to
selectively include connections in your rules.

Set to “Yes" to show all connections by default, and then use
the TrafficScript function recentconns.exclude () to
selectively exclude connections in your rules.

For more details about these functions, see the TrafficScript
Reference in the Online Help, or the Pulse Secure Virtual Traffic
Manager: TrafficScript Guide available from the Pulse Secure
Web site at www.pulsesecure.net.

request_tracinglenabled Enable this setting to instruct the Traffic Manager to collect
detailed data on internal events connected to each request
and response. This data includes the time that each request is
received by the Traffic Manager and when each TrafficScript
rule is run.

request_tracingltrace_io If request_tracinglenabled is set to Yes, use this setting to
enable the collection of data on individual read and write
events for this connection.

Viewing Connection Analytics

Use the Activity > Connections page to interrogate each individual request in detail. Click the magnifying glass
icon next to each connection to view specific details. For more information, see “Activity > Connections” on
page 118.
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Exporting Transaction Metadata

Your Traffic Manager cluster can export metadata records for transactions handled by your virtual servers as a
JSON stream to an external endpoint such as an analytics service or dashboard. Use these settings to disable
or limit analytics exporting for specific virtual servers, and thus to limit the overall volume of data exported by
the Traffic Manager.

Before the Traffic Manager can start exporting transaction metadata, first configure the destination endpoint
and other global settings your cluster should use. For more information, see “Exporting Analytics to a Remote
Service” on page 120.

To configure the parameters this virtual server uses when exporting transaction metadata records, use the
Virtual Server > Edit > Connection Analytics > Transaction Metadata Export section. The following table
lists the available settings:

Key Description

transaction_exportlenabled Instructs the Traffic Manager to export metadata records for
transactions handled by this virtual server.

Use this setting to isolate out the services for which you do not
want to export transaction metadata from those that you do.
For all virtual servers in scope, ensure the corresponding
transaction_exportlenabled key is set to "Yes". For all virtual
servers out of scope, set to "No".

The Traffic Manager contains a global
transaction_exportlenabled key that overrides all individual
virtual server settings. Use this global key to fully disable
analytics exporting across your cluster. For more information,
see “Configuring Export Settings for Transaction Metadata
Records” on page 122.

transaction_export!brief Enables "brief" mode for transaction metadata records.

The JSON schema for transaction metadata (see link in System
> Analytics Export > Transaction Metadata) shows the full
set of data included in each record exported by the Traffic
Manager. The full record includes verbose information such as
HTTP request and response header data, and detailed
information about the TLS session if one was negotiated. To
reduce the volume of data exported in each metadata record,
use brief mode to configure the Traffic Manager to instead
provide just a limited set of properties.

Note: Where transaction_export!brief is disabled, the Traffic
Manager includes request tracing and 1/0 tracing information
in the exported metadata only if request_tracinglenabled
and request_tracingl!trace_io are enabled respectively. If
transaction_exportlbrief is enabled, request tracing
information is always excluded from the exported metadata.
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Key Description

transaction_export!http_header_blackl | The list of HTTP headers that the Traffic Manager should
ist exclude from exporting.

Use this setting to exclude headers that might contain
sensitive information such as passwords, or to reduce the
exported data size where headers are not required for
analysis.

For more complex or conditional filtering, use TrafficScript to
create a Transaction Completion Rule to alter the headers
before they are recorded. For more information, see “Applying
Rules” on page 43.

transaction_export!hi_res Enables high resolution mode for the connection timeline.

Use this setting to control whether the Traffic Manager records
the connection timeline with high resolution (in microseconds)
or with low resolution (in milliseconds).

High resolution gives a more accurate portrayal of processing
time, but can have a small impact on the latency of each
connection handled.

Perform this configuration for each virtual server whose transaction metadata records you want to export.
Disable transaction_exportlenabled for all other virtual servers to ensure you export data for only the
services you want to analyze.

To fully disable transaction analytics exporting from the Traffic Manager cluster without having to reconfigure
each virtual server separately, use the settings at System > Analytics Export. For more details, see
“Configuring Export Settings for Transaction Metadata Records” on page 122.

Request Logging

Use this page to store detailed logs of the requests handled by your virtual server. You can write the logs to a
local file on your Traffic Manager or to a syslog daemon running on a remote machine, according to the
protocol described in RFC 5424. You can enable request logging for a virtual server by clicking the Request
Logging link on the appropriate Virtual Servers > Edit page.

You can set the default logging behavior using the log!save_all setting. Set to “Yes” to instruct the Traffic
Manager to log all connections by default. You can then use the TrafficScript function

requestlog.exclude () inside arule to exclude specific connections from the log. Set to “No” to instruct the
Traffic Manager to not log connections by default. You can then use the TrafficScript function
requestlog.include () in arule to select specific connections to be included in the log. Click Update to
apply your settings.
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Request Logging to a File

You can specify a filename and log entry format, with details such as the IP addresses involved, the pool and
node involved, and the bytes sent and received. You can also set HTTP-specific options such as the URL
requested, the value of a specified header, and the HTTP method.

Note: Unlike other logs, request logs are not synchronized across your cluster. Each Traffic Manager maintains
its own log files.

To log requests to a file, set loglenabled to “Yes” and specify the filename for the log. Click Update to apply
your settings.

Logs can be automatically rotated so that each log does not grow too large. Use a $ {Time-String}t macro
in the filename; this macro expands to the current time or date.

For example, the macro % {%Y%m%d} t expands to a value like 20161020 (for October 20, 2016). This will cause
the log files to be automatically rotated at midnight as the value of the macro changes.

On virtual appliance and cloud instances of the Traffic Manager, log file naming and rotation is handled
automatically:

The log files are checked hourly.

Any file that reaches 1 GB is archived.

After the cumulative size of all current log files reaches 6 GB, the largest logs are archived by decreasing
size until the cumulative total drops below 6 GB.

All remaining logs are archived daily.

After the log directory reaches 85% of capacity, the Traffic Manager starts to delete the oldest files from the
largest directories.

Viewing Request Logs
You can view request logs in real time by clicking the View Request Logs link. This redirects to the Activity >
View Logs page, described in more detail in the

Remote Request Logging

The Traffic Manager can log requests to a remote syslog server, rather than to a file on a local disk. All Traffic
Managers in the same cluster log traffic to the same syslog server.

To configure remote logging, set sysloglenabled to “Yes”, specify an endpoint (IP address or host, and optional
port), and select the log file format you want to use. Click Update to apply your settings.

ATTENTION
The syslog protocol uses UDP, which is not guaranteed to be reliable. When traffic levels are particularly high on

a busy or lossy network, there is the danger of log records being dropped.
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Controlling Request Logging

Requests can be selectively logged. The TrafficScript function request .setLogEnabled () can be used to
enable or disable logging for an individual request; if it enables logging, the settings in the Request Logging
page are used to determine how the request is then logged (local log file or remote syslog server).

Protocol Settings

Use the Virtual Servers > Edit > Protocol Settings page to access advanced settings for managing
connections between remote clients and your virtual server. These include the following:

Type Description

HTTP Settings Keepalive settings, and whether the Traffic Manager should include
headers in the request, such as “X-Forwarded-For”, “X-Forwarded-
Proto”, and “X-Cluster-Client-Ip”.

Cookie Settings Specifies how the cookies are handled by the Traffic Manager.

RTSP Specific Settings Allows user to define a specific range of ports to be used with RTSP
(RTSP virtual servers only). For more details, see “Real-Time Streaming
Protocol” on page 174.

SIP Settings Specify how the Traffic Manager handles SIP traffic (SIP virtual servers
only). For more details, see “Session Initiation Protocol” on page 176.

Location Header Settings Allows URL redirection in case a node replies with a 301 (moved
permanently) or 302 (temporary redirect) status code, using an
incorrect protocol, hostname or port (HTTP virtual servers only).

FTP Settings Security settings and port ranges for FTP data connections (FTP virtual
servers only).

UDP Settings Timeouts, and the maximum number of response datagrams expected
for one connection (UDP virtual servers only).

Timeout Settings Timeouts for new and established connections.

Error Handling Allows the user to define how the virtual server handles errors on
connections it processes.

Memory Limits Maximum buffer sizes for data sent by the client and returned by the
server.
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TCP Connection Settings

Type Description

Use max_concurrent_connections to configure the maximum
number of concurrent TCP connections allowed by this virtual server,
When the configured limit is reached, the Traffic Manager does not
accept new connections to this virtual server until the number of
concurrent TCP connections drops below the specified limit.

Enable proxy_protocol if the Traffic Manager should expect
connections to be prefixed with a PROXY protocol header. Use
TrafficScript to inspect the information contained in the PROXY header.
Connections that are not prefixed with a valid PROXY protocol header
are discarded.

Note: The Traffic Manager supports PROXY protocol versions 1 and 2.

Enable close_with_rst to instruct the Traffic Manager to close
connections from clients with a RST (reset) packet rather than a FIN
(finish) packet. This avoids the TIME_WAIT state, which on rare
occasions allows wandering duplicated packets to be safely ignored. It
also ensures data has been fully received by the peer. Enable this
option only if you fully understand the implications of TCP state
transition, since TCP connections typically finish with a FIN packet to
the peer and an acknowledgment FIN packet in reply. This mechanism
allows the sender to be sure the peer has read all the queued data,
which cannot happen if the connection is closed with a RST packet. On
an unreliable network, data that has been transmitted can in some
cases be lost in transit. The purpose of the TIME_WAIT state is to
prevent wandering delayed packets from one TCP connection using
address <A>:<port P> to address <B>:<port Q> from being accepted
by a later TCP connection using the same addresses. In other words, if
a duplicate packet from the first connection is delayed in the network
and arrives at the second address when its sequence number is in the
second connection's window, there is no way for the network stack in
the kernel to determine that the delayed packet contains data from the
first connection, potentially causing corruption. The kernel increments
port numbers in use, so the possibility of this occurring is minimal but
not zero.

Enable proxy_close to send the client FIN to the back-end server and
wait for a server response instead of closing the connection
immediately.

Enable so_nagle to improve the efficiency of the TCP connection by
reducing the number of packets that have to be sent over the network.

Transparent Proxying

To enable transparent proxying for bound sockets on this virtual
server, set "transparent” to Yes. In this configuration, a firewall rule can
be used to send selected traffic to the virtual server without changing
the destination address.

In a TrafficScript request rule, you can determine what course of action
to take by checking the request's destination IP address or port by
using "request.getDestlp" or "request.getDestPort". You can then
perform forward proxying to the original destination using
"pool.select".

Settings specific to a certain protocol are only shown if the virtual server is managing that protocol.
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You do not normally need to change any of these settings. The default values have been chosen to give good
performance on a wide range of systems.

MIME Type Auto-Detection
The MIME Type is a component of an HTTP response that describes the type of data in the response - image,
HTML page, and so on - so that the client can know how to render or process it.

Some Web servers and Web applications do not correctly set the MIME type response header, and most client
software is capable of detecting when this has occurred and auto-detecting the MIME type itself.

In certain circumstances, the Traffic Manager also needs to know the MIME type of a response. For example,
the Traffic Manager will only attempt to compress certain types of HTTP response data; if the MIME type is
missing or incorrectly identified, the Traffic Manager's content compression will not operate correctly.

In this situation, click Virtual Servers > Edit > Protocol Settings > HTTP Specific Settings and enable
mimel!detect to engage MIME Type auto-detection. The Traffic Manager applies a range of heuristics to
deduce the MIME type of the response data; auto-detection takes place when all of the following are true:
There is a response body.
The Content-Type header is missing, or it matches the value of mimeldefault.
The response is not compressed.
The Traffic Manager will de-chunk data if necessary, if chunk-transfer encoding was used.

You should only configure MIME Type auto-detection when absolutely necessary, as it will reduce the
performance of the Traffic Manager system.

Location Header Settings
This setting provides rewriting for the most usual URL redirection responses coming from a webserver, that is,
301 (object moved permanently) and 302 (object moved temporarily).

location!regex: enter a regular expression to match the expected response from the node (a 301/302
redirection). You can use generic characters like (.*) to match parts of the expression.

location!replace: enter a regular expression using $1 to $9 to redirect the response to a different
object.

location!rewrite: select the desired response in case the response from the node does not match the
expression provided in location!regex.

Note: Before using regular expressions, read and understand the security considerations in

For example, using the following values:

locationlregex= (.*)www.example.com/products/(.*)
locationlreplace= $1products.example.com/$2

If the webserver returns a response such as the following:



HTTP/1.1 302 Moved Temporarily
Location: http://www.example.com/products/hacksaw.htm

The Traffic Manager rewrites it to:

HTTP/1.1 302 Moved Temporarily
Location: http://products.example.com/hacksaw.htm

Handling Errors

Click Virtual Servers > Edit > Error Logging to enable logging of connection errors encountered by your
virtual server.

Connection errors may occur for a variety of reasons:

All of the nodes in the selected pool are unavailable.

The connection with the back-end server timed out and could not be retried (see

).
An SSL protocol error occurred in the server-side or client-side connection.
The back-end server did not return a valid response (for example, a mal-formed HTTP response).

Client connection errors are likely to be due to the actions or behavior of clients, and are mostly not under the
control of the Traffic Manager. Server connection errors relate to the Traffic Manager to back-end server
connection and so are likely to be affected by, and ultimately can be corrected by, the Traffic Manager and your
back-end server configurations.

Generally, connection errors are not logged, unless they relate to errors with the back-end servers that are
detected by passive monitoring.

For debugging purposes, it can be very useful to log these errors:

log!client_connection_failures: this setting enables verbose logging of client-connection errors to the
error log, or another location if specified by the Event Handling settings in your Traffic Manager.

log!server_connection_errors: this setting enables verbose logging of server connection errors, and
any internal faults in the Traffic Manager (such as a TrafficScript rule abort because the max_instr limit
is exceeded).

log!ssl_failures: this setting enables logging of failures that occur during SSL negotiation with clients
and servers.

For more information, see

Returning a Custom Error Message

If the Traffic Manager is unable to obtain a valid response for a request, and the client connection is still alive, it
will close the client connection or (for HTTP only) return the following error to the client:

Service Unavailable

The service is temporarily unavailable. Please try again later.



This error message can be replaced, using the contents of a file uploaded to the “conf/extra” resource folder.
To select an error file, use the error_file setting on the Virtual Servers > Edit > Protocol Settings > Error
Handling page.

Files can be uploaded to the “conf/extra” resource folder using the Catalog > Extra Files > Miscellaneous
Files configuration page.

The Traffic Manager is capable of processing HTTP headers within your error file, regardless of the actual file
type, when you wish to set explicit directions on how the file should be handled. For example, you could set
the “Content-Type” header if you wish to display a file of a particular type, such as a GIF or JPG image file. In this
case, you would append the following lines to the top of your binary file:

Content-Type: image/gif
This capability can be extended to override the HTTP response code, as per the following example:

HTTP/1.1 200 OK
This would force the Traffic Manager to return the desired code in its response to the client.

Note: Itis important to remember to include a blank line after any headers, before the actual content of the file.

Memory Limits for Connections

The Traffic Manager allows configurable limits on the amount of memory your virtual server can use for each
connection:

max_client_buffer: The limit on the amount of data the Traffic Manager receives from the client (to
send to the server) that is buffered. The Traffic Manager responds differently when the limit is reached,
depending on the state of the connection:

If the Traffic Manager is still reading in HTTP headers, it sends a 413 HTTP error code to the client
and logs a warning.

If the Traffic Manager is still running request rules, it continues buffering and logs a warning.

If the Traffic Manager has reached the stage of streaming data to the server (request rule
processing has finished), it applies flow control. In this scenario the client-side of the connection is
paused, so the Traffic Manager does not read in any more data from the client until it has managed
to push some of the buffered data to the server.

max_server_buffer: The limit on the amount of data the Traffic Manager receives from the server (to
send to the client) that is buffered. The Traffic Manager responds differently when the limit is reached,
depending on the state of the connection:

If the Traffic Manager is still reading in response headers, it sends a 500 HTTP error code to the
client and logs a warning.

If the Traffic Manager is still running response rules, it continues buffering and logs a warning.



If the Traffic Manager has commenced streaming the response to the client (response rule
processing has completed), it applies flow control. In this scenario the server-side of the connection
is paused, so the Traffic Manager does not read in any more data from the server until it has
managed to push some of the buffered data to the client.

Note: It is possible for both limits to become active at the same time. If the Traffic Manager has reached the
stage of streaming the request body to the server and the server starts to stream its response body before it
has read the complete request body, and if both client and server are quick to send but slow to read, the Traffic
Manager might activate both flow control mechanisms simultaneously.
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Pools

This chapter describes the concept of a pool, a configuration object used to represent a logical group of back-
end nodes. It contains the following sections:
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Introduction

A virtual server assigns requests to a pool, which then load-balances these requests across a number of
defined server nodes. Each node in the pool must be able to receive requests through the port specified, using
the virtual server’s protocol.

As well as load balancing, each pool has its own settings for session persistence, SSL encryption of traffic, and
health monitoring.

To access the pool configuration pages, click Services > Pools. Use this page to modify the settings for an
existing pool, or to add a new pool.

When you create a pool, you select one of the following categories:

Static: The list of nodes is declared and managed by the administrator through the Admin Ul or one of
the Traffic Manager APIs. This pool's node list does not change unless modified by the administrator.

Dynamic: The list of nodes is generated and managed automatically through the use of autoscaling or
a plug-in Service Discovery script. To learn more about autoscaling, see “Autoscaling” on page 71 or
“DNS-Derived Autoscaling” on page 79. To learn more about Service Discovery plug-ins, see “Service
Discovery” on page 80.

Each node is identified as a combination of a server name or IP address, and port. Examples of valid node
entries are:

serverl.mysite.com:80
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192.0.2.1:1234
[2001:DB8:1b6¢:6402:250:56ff:fea6:3f43]:4444

To specify a node as an IPv6 address, use the URI bracket notation format [<IPv6 address>]:<port>.

Note: The Traffic Manager does not support the use of IPv6 link local addresses for nodes.

Load Balancing

The Traffic Manager offers a choice of load-balancing algorithms that distribute requests among the nodes in
the pool. The algorithms are as follows:

Algorithm Description

Round Robin Connections are routed to each of the back-end servers in
turn.
Weighted Round Robin As for Round Robin, but with different proportions of traffic

directed to each node. The weighting for each node must be
specified using the entry boxes provided.

Perceptive Monitors the load and response times of each node, and
predicts the best distribution of traffic. This optimizes
response times and ensures that no one server is overloaded.

Least Connections Chooses the back-end server which currently has the smallest
number of connections.

Weighted Least Connections Chooses the back-end server which currently has the smallest
number of connections, scaled by the weight of each server.
Weights can be specified in the entry boxes provided.

Fastest Response Time Sends traffic to the back-end server currently giving the fastest
response time.

Random Node Chooses a back-end server at random.

Note: (Traffic Manager multi-site mode only) Node weightings cannot be switched between single and multiple
location-based input like other areas of the Traffic Manager Ul. Instead, if you have chosen to configure your
nodes by location, the associated weightings will automatically be displayed by the locations used.

Selecting the Optimum Load Balancing Method

“Least Connections” is generally the best load balancing algorithm for homogeneous traffic, where every
request puts the same load on the back-end server and where every back-end server is the same
performance. The majority of HTTP services fall into this situation. Even if some requests generate more load
than others (for example, a database lookup compared to an image retrieval), the Least Connections method
will evenly distribute requests across the machines and if there are sufficient requests of each type, the load
will be very effectively shared. Weighted Least Connections is a refinement which can be used when the
servers have different capacities; servers with larger weights will receive more connections in proportion to
their weights.
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Least Connections is not appropriate when individual high-load requests cause significant slowdowns, and
these requests are infrequent. Neither is it appropriate when the different servers have different capacities.
The “Fastest Response Time” algorithm will send requests to the server that is performing best (responding
most quickly), but it is a reactive algorithm (it only notices slowdowns after the event) so it can often overload
a fast server and create a choppy performance profile.

"Perceptive” is designed to take the best features of both Least Connections and Fastest Response Time. It
adapts according to the nature of the traffic and the performance of the servers; it will lean towards Least
Connections when traffic is homogeneous, and Fastest Response Time when the loads are very variable. It
uses a combination of the number of current connections and recent response times to trend and predict the
performance of each server.

Under this algorithm, traffic is introduced to a new server (or a server that has returned from a failed state)
gently, and is progressively ramped up to full operation. When a new server is added to a pool, the algorithm
tries it with a single request, and if it receives a reply, gradually increases the number of requests it sends the
new server until it is receiving the same proportion of the load as other equivalent nodes in the pool. This
ramping is done in an adaptive way, dependent on the responsiveness of the server. So, for example, a new
Web server serving a small quantity of static content will very quickly be ramped up to full speed, whereas a
Java application server that compiles JSPs the first time they are used (and so is slow to respond to begin with)
will be ramped up more slowly.

Least Connections is simpler and more deterministic than Perceptive, so should be used in preference when
appropriate.

Caveats with Load Balancing Algorithms

Least Connections, Fastest Response Time and Perceptive can all have unexpected behavior at very low traffic
levels. Least Connections will not distribute requests if you only ever subject it to one connection at a time;
Perceptive and Fastest Response Time will tend to favor nodes with known good response times and will
ignore nodes that are untested.

Load balancing metrics are not shared between Traffic Managers in a cluster. For example, if two Traffic
Managers use the Round Robin algorithm to distribute requests, they will each progress through the nodes in
turn, but independently.

Most load balancing metrics are shared between processes (CPU cores) when the traffic management
software runs on a multi-core server. The one exception is response time information; this is not shared
across cores.

If you are testing your back-end servers and want to be sure that traffic is directed to all of them (and want
request distribution rather than load balancing), then use “Round Robin” or “Random” for your test traffic.



Locality Aware Request Distribution (LARD)

Perceptive, Least Connections and Fastest Response Time all use a technique called LARD (Locality Aware
Request Distribution) to try and send the same request to the same back-end server. This technique takes
advantage of server caching; if a server returns a particular item of content, it is likely that it will be able to
serve the same content quickly again because the content will be located in an internal cache (memory or
disk).

When each algorithm makes its load balancing decision, it weights the decision with information as to which
node processed the same request previously:

Least Connections will choose the favored node if there are several candidates for the node with least
connections, and the favored node is one of them.

Perceptive and Response Time algorithms give a light additional weight to the favored node in their
internal selection.

Locality Aware Request Distribution is a lightweight way to advise the Traffic Manager how to route requests to
back-end nodes. If you wish to mandate that requests for the same URL are sent to the same back-end server,
you should use Universal Session Persistence (keyed by the URL) ( Yto do
this more forcefully. Alternatively, you can gain full control over request routing using TrafficScript and named
node persistence, forward proxy or pool selection techniques.

Session Persistence

Session persistence is the process by which all requests from the same client session are sent to the same
back-end server. It can be used for any TCP or UDP protocol.

A pool serving static Web content usually has no requirement for session persistence; each page or image for
a particular client can be served from a different machine with no ill effects. Another pool, serving an online
shopping site, may use session persistence to ensure that a user's requests are always directed to the node
holding details about their shopping basket.

The Traffic Manager offers several methods to identify requests which belong to the same session. A variety of
different cookies can be used; persistence can be based on a rule; or the client's IP address can be used to
identify sessions. If incoming traffic is SSL-encrypted, the SSL session ID can be used.

You can choose what to do if a persistent session is lost. This might be due to invalid session data, or because
the node handling it has failed. In this case you can choose to close the connection, have requests sent to a
new node, or redirect the user to a specified URL such as an error page.

You can apply session persistence to a pool by clicking the Session Persistence link on the Pools > Edit page
for that pool. Select a session persistence class and click the Update button.

ATTENTION

Care must be taken when using a persistence class that is already in use by another pool. You should only re-
use a persistence class if the nodes in this pool match those in the pool already using the class. Session affinity
cannot be guaranteed where a persistence class is in use by two or more pools with different nodes.



Session Persistence is described in more detail in

Bandwidth Management

The Traffic Manager can apply limits on the bandwidth used by connections to the back-end nodes. These
limits may be useful if the back-end nodes reside in a remote datacenter, and the bandwidth to the remote
site needs to be managed.

You can apply bandwidth limits to a pool by clicking the Bandwidth Management link on the Pools > Edit
page for that pool. Select a bandwidth management class and click the Update button.

Note: The bandwidth limit only applies to data sent from the Traffic Manager system to the remote server node.
The Traffic Manager does not apply a limit on the bandwidth from the remote node back to the Traffic Manager.
Bandwidth Management is covered in detail in

Note: Bandwidth Management is not available on all Traffic Manager configurations. If required, it can be
obtained via a software or license key upgrade.

Health Monitoring

If the Traffic Manager sends a request to a node and receives no response, it assumes that node has failed. It
stops sending it requests and balances traffic across the remainder of the pool.

The Traffic Manager's “Health Monitors” can run sophisticated health checks against back-end server nodes to
determine whether they are operating correctly.

When a health monitor is assigned to a pool, it periodically checks each node in the pool; if it detects a certain
number of failures, the Traffic Manager assumes that the node or pool is unavailable. These health tests are
performed in addition to the Traffic Manager's connection tests when it attempts to send requests to and read
responses from nodes.

The health monitors provide a range of tests, from simple tests, such as pinging each node, to more
sophisticated tests that check that the appropriate port is open and the node is able to serve specified data,
such as your home page. A number of pre-configured monitors are available to perform specific tasks (such as
verify a POP3 login), and it is possible to create custom monitors to perform any test that is required.

Monitors fall into two categories: per-node and pool-wide. A per-node monitor tests the health of each node in
the pool. A pool-wide monitor performs tests on one machine which influences the health of the entire pool.
For example, a mail server pool might keep its data on an NFS server, which each of your back-end servers
accesses. A pool-wide monitor could test this server. If it fails, none of the back ends can retrieve the data so
the whole pool is deemed to have failed.

On the Pools > Edit page, click the Health Monitors link to assign health monitors to a pool. When you have
chosen your settings, click Update to apply them.

Health Monitors are described in more detail in



SSL Encryption
You may wish to encrypt data before sending it from the Traffic Manager to the back ends.

On the Pools > Edit page, click the SSL Settings link to specify SSL encryption settings. When you have chosen
your settings, click Update to apply them.

SSL configuration is covered in detail in

Protocol Settings

Click Pools > Edit > Protocol Settings to configure settings for managing connections between the Traffic
Manager and back-end nodes. These settings include:

Whether to force a connection from the Traffic Manager to the nodes to originate from a particular IP
address.

Whether to maintain HTTP keepalive connections to the nodes.
The maximum number of times to establish a connection or wait for a response from a node.
The maximum number of nodes to try before giving up and returning an error to the client.

Whether to close connections from the Traffic Manager to the nodes with a RST packet rather than the
default FIN packet. See for further information on the effect of this
setting.
You do not normally need to change any of these settings. The default values have been chosen to give good
performance on a wide range of systems.

Limiting Requests to a Pool

Introduction

All servers or applications use certain amounts of system resources to process a request. These resources can
include threads, file descriptors, and an amount of memory. Each back-end server might be able to process a
certain number of concurrent connections before system performance is affected. Furthermore, the request/
response transactions performed within a connection can also negatively affect performance through
handling too many resource-intensive tasks simultaneously. In extreme cases, the server can be seen to
queue, drop, or refuse new connections while the overloaded system attempts to keep up with demand.

In cases such as these, placing hard limits on the number of concurrent connections that a server node
receives, or on the number of transactions a node can process concurrently, can keep your pool nodes
running at an optimal level while guaranteeing that they do not get overloaded.

ATTENTION
Connection and transaction limiting can impact other Traffic Manager features. To understand the effect of
using limits, read this section fully prior to implementation.



Applying Limits

The Traffic Manager allows the imposition of limits on the number of concurrent connections or transactions a
pool node can process simultaneously. Connection-based limiting is useful for protecting back-end server
nodes running applications that consume resources on a per-connection basis. The Traffic Manager can also
be configured with transaction limiting to queue up incoming HTTP requests if all the nodes in the chosen pool
are already busy handling previous transactions.

Connection and transaction limiting are both configured at a pool level and are applied to each node within
that pool. If, for example, you set a connection limit of 50, each node in the pool receives a maximum of 50
concurrent connections. Use of the limits assumes that all of the nodes within a pool are of the same
specification and are providing the same application. If the same node is present in multiple pools, the
potential concurrent connections to that node, or transactions handled by the node, are the sum of the rate
limits configured for each corresponding pool.

Note: Connection limiting applies only to TCP connections. Transaction limiting applies only to services using the
HTTP protocol.

Connection Limiting Within a Traffic Manager Cluster

Connections to back-end server nodes are not shared amongst Traffic Managers in a cluster. In an active-
passive Traffic Manager pair, all connections are used by the active Traffic Manager and none by the passive
Traffic Manager. In an active-active scenario, the connection limits effectively double. For an active-active-active
Traffic Manager cluster, connection limits triple, and so on.

Queuing Requests

When a node is chosen by a load balancing algorithm, the Traffic Manager checks to determine if the number
of concurrent connections has yet reached the defined limit, if one is set. Equally, the Traffic Manager checks if
the number of transactions being processed by the node has reached the defined transaction limit. If either
case is true, the Traffic Manager begins storing subsequent requests in a queue.

When demand continually exceeds the permitted limits for a long enough period of time, there is a risk (in the
case of HTTP, for example) that the response to the client can time out. In order to help mitigate this risk, the
TrafficScript function connection.checkLimits () can be used to detect when a pool has started queuing
requests. The Traffic Manager can use this information, for example, to respond immediately to the client with
a different page rather than letting the response time out. For more details, see the Pulse Secure Virtual Traffic
Manager: TrafficScript Guide.

Considerations for Other Traffic Manager Features

Request limiting is a powerful capability, and can interact with several other features of the Traffic Manager.
This section describes those interactions so that you can plan your implementation accordingly.
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Queue Management and SIP

RFC 3261 - SIP: Session Initiation Protocol, section 17.2.1, defines specific behavior in regards to what must
happen when the response time of a SIP server is going to take longer than 100ms. The Traffic Manager has
been developed to adhere to this part of the SIP specification.

‘The server transaction MUST generate a 100 (Trying) response unless it knows that the TU will generate a
provisional or final response within 200 ms, in which case it MAY generate a 100 (Trying) response.” [http://
www.fags.org/rfcs/rfc3261.html]

Request Rate Shaping

The Traffic Manager's request rate shaping feature uses a queue mechanism that is different from the one
used by the transaction and connection limiting features. Because a limit breach might cause the Traffic
Manager to queue a request after being dequeued from a rate shaping class, it is possible that the rate of
requests getting sent to a node might vary from what was specified by the rate shaping class.

Service Level Monitoring

The response time measured by a Service Level Monitoring (SLM) class is affected when requests sent to a
node are queued due to the transaction or connection limit being breached; for SLM purposes, time spent in
the request queue is counted as part of the response time.

Setting Pool Request Limits

To configure the limit for the maximum number of connections or transactions processed by a node before
queuing starts, use the following steps:

1. Click Services > Pools > Edit > Protocol Settings.

2. For a connection limit, set max_connections_pernode to the desired number. For a transaction limit,
set max_transactions_per_node.

3. Scroll to the bottom of the page and click Update.

Limit Options
You can configure the following additional options that apply to the request queue:

Configuration Option Description

queue_timeout The number of seconds after which queued requests are discarded.

max_queue_size The number of requests that can remain queued while waiting for a
node to become available. A value of 0 denotes an unlimited queue
size.

Tracking Limits
Because connection and transaction limiting involves queuing, requests can time out. Use the Current Activity
graph to track the number of requests queued and the number of request that time out while queued:
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Navigate to Activity > Current Activity.

Click the Change data button.

Un-tick any boxes that are currently ticked.

Expand the Pools branch of the Values tree.

Tick the boxes that correspond to ConnsQueued and QueueTimeouts.

If you want to also check that request limiting is working, expand the Nodes branch of the Values tree.
Tick the CurrentConn box.

Scroll to the bottom of the page.

S L

In the New Settings field, enter a name for your new chart (for example, Request Limits).
10. Click the radio button next to New Settings.
11. Click Apply.

Testing Configured Limits

The “zeusbench” utility can be used to check whether or not the limits you have configured are working
properly. The zeusbench utility can be found in $ZEUSHOME/admin/bin. Running zeusbench in concurrency
mode should be able to generate enough traffic to exhaust the free connections to your back-end nodes. If
(for example) you have a pool of 2 nodes and you have configured a limit of 10 connections per node, the
following zeusbench command should cause connections to be queued:

./zeusbench -c 100 -t 60 http://<your site>/index.html

zeusbench will attempt to open 100 connections to the virtual server you specify (by URL) and send as many
requests down each one as fast as possible. This should result in a similar number of active connections being
made to the pool under test. Keep in mind that the more nodes you have, the more concurrent connections
you will need to specify when invoking the zeusbench utility.

Back-End Fault Tolerance

The Traffic Manager has a strong approach to fault tolerance. Pools can be configured in a number of ways to
ensure that traffic is managed as efficiently as possible.

If a node in a pool fails, this is detected by the Traffic Manager's health monitors. It can also be detected during
load balancing, if the node does not respond to a request. No more requests are sent to that node, but are
instead distributed across the other nodes in the pool. When the failed node recovers, it is brought back into
service slowly until the Traffic Manager is satisfied that it can be relied upon.

A pool can be associated with a “failure pool”. If every node in the original pool should fail, requests will be
diverted to this failure pool.



To set a failure pool, click Services > Pools and then click the name of the pool you want to modify. In the
"Basic Settings" section, select a failure pool from the drop-down list.

A typical failure pool for an HTTP service might consist of a single "sorry server". This can rewrite all requests it
receives to request a simple Web page, which displays an "out of service" message.

Note: The Traffic Manager provides a direct way to serve a simple error page if a pool fails. For instructions on
how to set up a custom error page, see

Priority Lists
Within a pool, you can set up a priority list. This allows you to group the nodes in order of priority. You can
specify the minimum number of machines you want to receive traffic at any one time.

Suppose you have three servers, “primary1”, “primary2” and “primary3"”, used for normal traffic, and two off-site
backup servers, “backup1” and “backup2”. Your requirement might be to ensure at least two servers are always
available.

The two backup servers could be set up as a failure pool for the three primary servers: however, the failure
pool is only used if every node in the primary pool fails. If both primary1 and primary3 were to fail, only
primary2 would receive traffic.

Instead, you can set up a grouped priority list. This has two priority groups: {primary1, primary2, primary3} and,
below it, {backup1, backup2}. You specify that a minimum of two nodes must be available at any one time.

With all the servers running, all three primary servers are in use; the backup machines do not receive traffic.

If primary1 fails, there are still two nodes in the higher group available to take requests; these two nodes
handle all the traffic.

If primary3 now fails, only one node is left in the higher group. You have specified that two servers must be
available. The Traffic Manager starts to send requests to both machines in the backup group: requests are now
being handled by primary2, backup?1 and backup?2.

No more priority levels are available. In the event that more nodes falil, traffic is balanced across the remaining
nodes. If every node fails traffic will be passed to the pool's failure pool, if it has one.



FIGURE 16 An example of priority group configuration

¥ Priority Lists

Priority Lists control the order of preference in which the nodes in a pool are used.
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To set up priority groups for a pool, edit that pool via the Pools > Edit page. Click Load Balancing, and unfold
the “Priority Lists” section.

The nodes in the pool are shown in a list, marked Highest Priority Group. To enable priority lists for this pool,
set prioritylenabled to “Yes” and priority!nodes to the minimum number of nodes you want to be
continuously available. Then use the up and down arrows beside each node to create other groups above or
below the original one.

Note: The nodes in the lower priority groups are not used, until the number of nodes available in the highest
group falls below the minimum you specified. Then all the nodes in the next group down are brought into
service. The healthy servers from these top two groups are used, until enough of them fail that fewer than your
specified minimum are available; at this point the whole of the next group is brought into use. This continues
until all the priority groups are being used.

If every node in the pool should fail, requests will be directed to its failure pool, if one is configured.

Draining, Disabling, or Removing a Node
You might occasionally want to remove one of your back-end nodes from your load-balanced server farm. This
could be permanent, or a temporary measure to allow for maintenance or upgrade.

Choose to either "disable" or "drain" the node, such that the Traffic Manager does not send any new requests,
or just remove the node completely from the pool:
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Disable a node: Stops the Traffic Manager sending any more connections to the node. The node
remains present in the pool configuration, although the Traffic Manager ceases monitoring it. For more
details, see “Disabling a Node” on page 70.

Drain a node: Stops the Traffic Manager sending any more new connections to the node, but honors
established sessions. The Traffic Manager continues to actively monitor the node. For more details, see
“Draining a Node” on page 70.

Remove a node: Permanently removes the node from the pool configuration. For more details, see
“Removing Nodes From a Pool” on page 71.

To disable, drain, or remove a node from a pool, use the Services > Pools > Edit page. Edit a pool containing
the node and change the node status to “Disabled” or “Draining” as required. To remove the node, tick the
adjacent Delete checkbox. To save your changes, click Update.

Note: This process only drains, disables, or removes the node for that particular pool. Any other pools using the
same node are unaffected.

Using the Node Wizards

To simplify the processes of disabling, draining, reactivating, or removing nodes across a range of your
services, the Traffic Manager provides a series of wizards. To access the wizards, use the Wizards menu in the
top tool bar:

Disable a node
Drain a node
Reactivate a node
Remove a node

You specify a node to drain/disable (depending on the wizard chosen), and choose whether to apply this for all
services or just those you specify. You can restore the node to active status later using the Reactivate a node
wizard. To remove a node completely from one or all of your services, use the Remove a node wizard.

Disabling a Node

Consider disabling a node if you plan to take it out of service temporarily. Existing connections to the node are
handled according to the settings discussed in “Altering the Behavior of Existing Connections when
Disabling or Removing a Node” on page 71. If the node stops working (for example, because you shut down
the server), the Traffic Manager does not report an error. The advantage of disabling a node rather than
removing it from the configuration is that a disabled node can easily be re-instated when it is ready to be used.

Draining a Node

Consider draining a node if you are concerned about existing sessions, but bear in mind that if the node stops
working, the Traffic Manager reports an error. If the Traffic Manager receives a request and session persistence
requires that the node is used, the Traffic Manager continues to use it. If you plan to shut the node down, you
should drain it first, waiting until all sessions have completed, then disable it.
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To find out whether the node is still handling connections, click Activity > Draining Nodes. This page shows
the number of connections the node is still handling, and the time since the last connection. For more details,
see . When the node’s existing connections have expired, you can disable
it, or use the Remove a Node wizard to remove it cleanly from your cluster.

Removing Nodes From a Pool

If you plan to retire one or more server nodes from the pool permanently, and have no requirement to retain
any corresponding configuration, delete the nodes from the pool. Existing connections to the node are
handled according to the settings discussed in

ATTENTION

If you attempt to remove all nodes from the pool, the Admin Ul issues a warning that no new traffic can be
received by the pool, and requires explicit consent before this action is completed. To override the warning, tick
the confirmation checkbox adjacent to the Update button and try again.

Altering the Behavior of Existing Connections when Disabling or Removing a
Node

The behavior of existing connections to nodes that you either disable or remove is dependent on the value of
node_delete_behavior (found in Services > Pools > Edit > Protocol Settings). This setting has two options:

All connections to the node are closed immediately: the Traffic Manager terminates all connections
to the node immediately.

Allow existing connections to the node to finish before deletion: any node that is disabled or

removed while it has existing connections is kept in a "Draining"-like state, until it is automatically

disabled or removed at the earliest occurrence of one of the following events:

- its connection count dropping to zero

- thevalue of node_drain_to_delete_timeout (found in Services > Pools > Edit > Protocol
Settings) being reached (if non-zero).

Such draining nodes are included in the list at Activity > Draining Nodes, with "Yes" in the "Autodelete"
column.

Autoscaling

Note: Autoscaling is a license key controlled feature and is not available on all Traffic Manager variants. See the
Pulse Secure Web site for details about supported configurations.



Introduction

The “application autoscaling” option monitors the performance of a service running on a supported virtual or
cloud platform. When the performance falls outside the desired service level, the Traffic Manager can then
initiate an autoscaling action, requesting that the platform deploys additional instances of the service. The
Traffic Manager will automatically load balance traffic to the new instances as soon as they are available. The
Autoscaling feature consists of a monitoring and decision engine, and a collection of driver scripts that
interface with the relevant platform.

Autoscaling is a property of a pool. If enabled, you do not need to provide a specific list of nodes in the pool
configuration. Instead, if performance starts to degrade, additional nodes can be requisitioned automatically
to provide the extra capacity required. Conversely, a pool can be scaled back to free up additional nodes when
they are not required. Hence this feature can be used to dynamically react to both short bursts of traffic or
long-term increases in load.

A built-in service monitor is used to determine when a pool needs to be auto-scaled up or down. The service
level (response time) delivered by a pool is monitored closely. If the response time falls outside the desired
level, then Autoscaling will add or remove nodes from the pool to increase or reduce resource in order to meet
the service level at the lowest cost.

How It Works

The autoscaling mechanism consists of a Decision Engine and a collection of platform-dependent Driver
scripts.

The Decision Engine

This monitors the response time from the pool, and provides scale-up/scale-down thresholds. Other
parameters control the minimum and maximum number of nodes in a pool, and the length of time the Traffic
Manager will wait for the response time to stabilize once a scale-up or scale-down is completed.

For example, you may wish to maintain an SLA of 250ms. You can instruct the Traffic Manager to scale up (add
nodes) if less than 50% of transactions are completed within this SLA, up to a maximum of 10 back-end nodes.
Alternatively, it should scale-down (remove nodes) progressively to a minimum of 1 node if more than 95% of
transactions are completed.

Note: You can manually provision nodes by editing the max-nodes and min-nodes settings in the pool. If the
Traffic Manager notices that there is a mismatch between the max/min and the actual number of nodes active,
then it will initiate a series of scale-up or scale-down actions.

The Cloud API Driver

The Traffic Manager includes API driver scripts for Amazon EC2, Rackspace and VMware vSphere cloud
environments. Before you can create an autoscaling pool, you must first create a set of cloud credentials
pertaining to the cloud APl you wish to use. These credentials contain the information required to allow a
Traffic Manager to communicate with the aforementioned cloud providers. The precise credentials used will
depend on the cloud provider that you specify. For details, see
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The decision engine initiates a scale-up or scale-down action by invoking the driver with the configured
credentials and parameters. The driver instructs the virtualization layer to deploy or terminate a virtual
machine. Once the action is complete, the driver returns the new list of nodes in the pool and the decision
engine updates the pool configuration.

Example Timeline for an Autoscaling Event

The following diagram depicts the timeline of an autoscaling event in the Traffic Manager. At the point the
"scale-up threshold" is breached, the hysteresis period begins to ensure that the condition persists and is not
just a momentary spike. Should the performance of the pool return to the expected level during this period,
the Traffic Manager then abandons the autoscaling event.

FIGURE 17 An example timeline for an autoscaling event
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After the threshold breach has persisted for the length of the hysteresis period, the Traffic Manager's
autoscaling mechanism triggers the creation (or deletion, if the diagram were to depict a scale-down event) of
a new backend server node instance using the API of the chosen cloud or hypervisor. This process culminates
in the successful creation of the node and its addition to the load-balancing pool.

With the addition of the new server node to the pool, the refractory period begins. During this period, the
Traffic Manager ensures no further autoscaling events are triggered, and thus ensures that the performance of
the service is able to settle to its new level before being re-assessed against the scaling thresholds.

To configure the thresholds and periods described here, see “Configuring Autoscaling” on page 74.

© 2019 Pulse Secure, LLC. 73



Pulse Secure Virtual Traffic Manager: User's Guide

Configuring Autoscaling

ATTENTION
The mechanism employed to implement autoscaling in a pool involves allowing the Traffic Manager to

automatically make maodifications to the pool configuration file (for example, to add or remove nodes as they
are required). Where such a pool is in active use, there is a small possibility that this process of automatic
updates could interfere with configuration changes made by the user through the Admin Ul or Traffic Manager
APIs, if they occur simultaneously. Therefore, Pulse Secure recommends that users double-check that their
updates have taken effect by refreshing the pool page after making a change.

After you have created a set of credentials for your chosen cloud API, you can proceed to configure the
autoscaling properties of your selected pool. For a new pool, use a pool type of Dynamic... and then select
Pulse Secure vTM Autoscaler from the list of available options. For an existing pool, click Pools > Edit >
Autoscaling to display the available configuration options:

Basic Settings

Setting Description

autoscalelenabled Enables or disables Autoscaling. When this is enabled, nodes will be
added and removed from the pool using the mechanism specified by
autoscalelexternal.

autoscalelexternal Some cloud providers have their own mechanism for performing
autoscaling. In this case, a cloud provider would monitor the
performance for a group of machines (those being the machines in the
pool) and will add and remove machines as needed. The cloud
provider will indicate to the Traffic Manager that it has added or
removed a machine using its APl. When the Traffic Manager has been
informed of the change, it will add or remove nodes from the
autoscaling pool accordingly.

If you intend to use your cloud provider's autoscaling mechanism, set
this parameter to “Yes". If you intend to use the Traffic Manager's
Autoscaling mechanism, set this to “No”.

Cloud Credentials The set of credential required by a cloud's API. You can pre-configure
sets of cloud credentials on the Catalogs > Cloud Credentials

page.

The Traffic Manager uses the API type of the credentials you specify here to present a set of configuration keys
applicable to the requirements of the cloud provider:
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Amazon EC2 Cloud Settings

Setting Description

EC2 AMI The unique identifier of the virtual machine image from which you
create new node instances. The Traffic Manager adds each newly
created node to the pool when it identifies the need to increase
capacity. A Traffic Manager seeing instances in the cloud using this AMI
assumes that those instances belong to the corresponding pool.

The unique identifier used here determines the operating system and
the services running on the node. In an EC2 cloud, this parameter is
called Imageld.

EC2 Machine Type The identifier that indicates the size--in terms of resources--of the
virtual machine required for an instance of a node that is to be added
to a pool. In EC2, this parameter is called InstanceType.

Note: Typically, more powerful machines are associated with higher
costs.

Name Prefix An optional prefix added to the name of new nodes created during an
autoscaling event.

A Traffic Manager seeing instances in the cloud starting with this name
assumes those instances belong to the corresponding pool.

EC2 Security Group 1Ds A security group acts as a firewall that controls the traffic for one or
more node instances. When an instance is launched, EC2 can
associate it with one or more security groups. To create this
association, specify a list of security group IDs (do not use group
names) in the EXtra Arguments text box. For EC2-Classic
deployments, you must use security groups created specifically for
EC2-Classic. Similarly, for EC2-VPC, you must use security groups
created specifically for your VPC. If you do not specify security groups
here, EC2 applies the default security group.

EC2-VPC Subnet IDs Alist of IDs of the VPC subnets where the new EC2-VPC instances are
launched. Instances are evenly distributed among the subnets you
specify in the Extra Arguments text box. To launch instances inside
EC2-Classic, leave the list empty.

To distribute auto-scaled EC2-VPC nodes evenly across different
availability zones, Pulse Secure recommends listing the subnets
present in different availability zones.

Extra Runinstances A comma-separated list of key-value arguments for the AWS API
Arguments function Runinstances, used at node creation time.

Refer to the AWS documentation for Runinstances to see the list of
available arguments.
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Rackspace Cloud Settings

Setting Description

Image 1D The unique internal identifier of the virtual machine image from which
you create new node instances. The Traffic Manager adds each newly
created node to the pool when it identifies the need to increase
capacity. The unique identifier used here determines the operating
system and the services running on the node. In a Rackspace cloud,
this parameter is called imageld.

Note: You must use the internal image identifier here.

To get a list of the image identifiers available for a given set of cloud
credentials, run the included rackspace.pl script manually from the
command line:

SZEUSHOME/zxtm/bin/rackspace.pl \
listimageids \
--cloudcreds=<credentials>

Replace <credentials> with your Rackspace cloud
credentials.

Flavor ID The internal identifier that indicates the size--in terms of resources--of
the virtual machine required for an instance of a node that is to be
added to a pool. In Rackspace, this parameter is called Flavorld.

Note: Typically, more powerful machines are associated with higher
costs.

To get a list of the size identifiers available for a given set of cloud
credentials, run the included rackspace. pl script manually from
the command line:

$ZEUSHOME/zxtm/bin/rackspace.pl \
listsizeids \
—--cloudcreds=<credentials>

Replace <credentials> with your Rackspace cloud
credentials.

Name Prefix The optional name prefix you can apply to each cloud-hosted virtual
machine created by an autoscaling event. A Traffic Manager seeing
instances in the cloud starting with this name assumes those instances
belong to the corresponding pool.
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VMware vSphere settings

Setting Description

VMware Template The built-in vSphere driver script creates new Virtual Machines (VMs)
by deploying them from existing VM templates. These templates are
pre-configured VMs which are marked as a template upon which new
VMs can be based. The path of the template on a vCenter server is
usually in the form:

<DatacenterName>/vm/<TemplateName>

Name Prefix New nodes will be created with this name prefix on the vCenter Server.
If multiple pools are autoscaling on the same vSphere infrastructure,
care must be taken to keep the name prefixes for each pool unigue.

Data Center All ESX hosts managed by the vCenter server are arranged in logical
datacenters. Autoscaling is performed on the hosts or clusters
contained within this datacenter.

Data Store The data-store that will be used by the newly created virtual machines.
If left blank, the default data-store used by the datacenter will be used
(depending on the vCenter configuration).

Note: If a data-store is specified here, you should ensure the VM
template uses the same data-store.

VMware ESX Cluster The infrastructure on a vCenter server usually has a datacenter at the
top level, which contains ESX hosts or a cluster of ESX hosts. If a cluster
is configured with Dynamic Resource Scheduling (DRS), vCenter
decides the hosts upon which new virtual machines will be placed. If
no cluster is configured, this setting should contain the ESX hostname
or IP where the new VMs are to be created.

Node Settings

Setting Description

autoscalelipstouse (IP addresses-to-use) Instances in cloud environments typically have at
least two IP addresses: one on a private network for communication
with other nodes in the same cloud, and one on a public network for
communication with the Internet in general. Select "private" or "public"
to define whether traffic should be sent to the new node's private
address, or its public address.

Instances inside Amazon EC2-VPC do not have a public IP address by
default. Select "public" to assign one at creation time.

autoscalelport This defines the port to use when adding nodes to the pool. This port
corresponds to the service listening on the back-end machine that gets
spawned in the cloud environment.
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Setting Description

autoscalelmin_nodes This defines the minimum number of nodes that are allowed to exist in
the autoscaling pool. Note that this number will also include nodes
that are currently marked as failed. A node failure in these
circumstances can lead to a degradation in response times, which in
turn will result in a new node being auto-scaled in. This behavior is not
guaranteed, however. An autoscaling pool that contains failed nodes
will not auto-scale beyond the number specified by
autoscale!max_nodes.

autoscalelmax_nodes This defines the maximum number of nodes that are allowed to exist
in the autoscaling pool. This ensures that a pool cannot auto-scale to
an enormous number by itself.
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Scaling parameters

Setting Description

autoscalelresponse_time The Traffic Manager monitors the response times (in milliseconds) of
the nodes in an autoscaling pool. This is measured from the time the
Traffic Manager starts initiating a connection to the node until it
receives the first byte of the response. A response time of less than
autoscale!response_time is considered conforming and longer
times are considered non-conforming. The Traffic Manager
continuously measures the percentage of conforming connections.

autoscalelscaledown_level When the percentage of conforming responses rises above this value
for at least autoscalelhysteresis seconds, the pool is scaled down
(in other words, a node is removed from the pool).

autoscalelscaleup_level When the percentage of conforming responses falls below this value
for at least autoscalelhysteresis seconds, the pool is scaled up (in
other words, a node is added to the pool).

autoscalelrefractory After a change to the pool size has been made (be it an increase or a
decrease), the Traffic Manager will wait autoscalelrefractory
seconds before making another change. It will take some time for the
new node to have its effect on the overall response times of the pool.
So to prevent too many nodes from being created (or destroyed) at a
time, you may want to increase this time period.

autoscalelhysteresis The amount of time (in seconds) that an autoscaling condition must
exist before the Traffic Manager instigates a change. This corresponds
to (for example) the time that the pool's percentage of conforming
connections must remain below autoscale!scaleup_level before a
scale-up event occurs.

autoscalellastnode_idletime The time (in seconds) for which the last node in an auto-scaled pool
must have been idle before it is destroyed.

Note: This is only relevant if autoscale!min_nodes is set to 0.

DNS-Derived Autoscaling

Note: This feature is also available as a Service Discovery plug-in, with additional customization options. For
more information, see “Service Discovery” on page 80.

The Traffic Manager can use DNS records to automatically expand or shrink the number of nodes in a pool to
meet the demands of the traffic it is handling. This mechanism is known as DNS-derived autoscaling.

If a DNS record for a hostname resolves to multiple IP addresses, and the number of addresses changes
depending on the resources available, that change can be reflected in the nodes used in a pool. For example,
backend.example.com might resolve initially to four IPv4 records, and then later resolve to six IPv4 records.
The Traffic Manager updates the node list in the pool to include the new IP addresses.

The Traffic Manager performs updates at 30 second intervals.
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To configure a pool to use DNS-derived autoscaling, click Pools > Edit > DNS-derived autoscaling. The
following settings apply:
Setting Description

dns_autoscalelenabled To enable DNS-derived autoscaling for a pool, set this key to Yes.
By default, pools are not auto-scaled.

dns_autoscalelhostnames A list of DNS hostnames that the Traffic Manager periodically queries.
Any IPv4 A or IPv6 AAAA records are added or removed to this pool's
list of nodes.

dns_autoscalelport The port number the Traffic Manager appends to every node added

using DNS-derived autoscaling.

Service Discovery

Note: Service Discovery is a license key controlled feature and is not available on all Traffic Manager variants.
See the Pulse Secure Web site for details about supported configurations.

Traffic Manager pools can contain dynamic node lists populated and managed by a Service Discovery plug-in
script. This ability allows you to configure your pools to be autoscaled by an external or remote service through
a suitable script or program.

Note: This feature is related to the Traffic Manager's built-in autoscaling capability. Although, through Service
Discovery, a pool's node list is managed externally rather than internally. To learn more about pool autoscaling,
see “Autoscaling” on page 71.

To configure a new pool to use Service Discovery, set the pool type to Dynamic... and select a suitable Service
Discovery Plug-in from the drop-down list:
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FIGURE 18 Creating a new dynamic pool based on a Service Discovery Plug-in
Create a new Pool

Pool Name: MySDPool
Pool Type: Static ...
© Dynamic ...

Pulse Secure vTM Autoscaler
) Service Discovery Plugin ...

Builtin-GCE ¥

Specify any arguments which should be passed to the script:

Monitor: No Monitor 5

Create Pool

Alternatively, to convert an existing static pool to use a Service Discovery plug-in, click Services > Pools > Edit
> Service Discovery and set service_discovery!enabled to "Yes”
FIGURE 19 Configuring an existing pool to use Service Discovery

v Service Discovery Settings

These settings control how the Service Discovery plugin is called.

Are the nodes of this pool determined by a Service Discovery plugin? If yes, nodes will be
automatically added and removed from the pool by the traffic manager.

service_discoverylenabled: © Yes No

The plugin script a Service Discovery autoscaled pool should use to retrieve the list of nodes.

service_discovery!plugin: Builtin-GCE S

The arguments for the script specified in "service_discovery!plugin”, e.g. a common instance tag, or
name of a managed group of cloud instances.

service_discovery!plugin_args:

The minimum time before rerunning the Service Discovery plugin

service_discoverylinterval: 10 seconds

The maximum time a plugin should be allowed to run before timing out. Set to 0 for no timeout.

service_discovery!timeout: 0 seconds
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The following settings enable you to further configure Service Discovery for your pool:

Setting Description

service_discoverylenabled Turns Service Discovery on or off for a pool.

Note: You cannot enable Service Discovery if this pool is already using either
Autoscaling or DNS-derived Autoscaling. If you are currently using either of these
features for this pool, you must disable them before enabling Service Discovery.

service_discoverylplugin The Service Discovery plug-in to use for this pool.

service_discoverylplugin_args The arguments to pass to the plug-in, as a single string.

All built-in plug-ins expect arguments in the form "--key1=value1 --key2=value2".
For full details of the arguments required for each plug-in, see the Catalogs >
Service Discovery Plugins catalog > Built-in Plugins Ul Help page.

For user-provided plug-ins, this setting is optional.

Note: For all plug-in types, this setting is not included in Technical Support Reports
due to the possibility of security credentials being specified in the argument string.

service_discoverylinterval The poll interval for the plug-in, in whole seconds.

This setting specifies the amount of time that must pass between each execution
of the plug-in. If the previous execution has not finished, or timed out before the
interval has elapsed, the plug-in does not run again until it has completed.

To override this default interval with a temporary shorter interval, use the
"interval_override" field in the plug-in response. For more information, see
“Custom User Plug-ins” on page 83.

service_discovery!timeout The timeout value for each execution of the plug-in.

This setting specifies how long the Traffic Manager must wait before assuming a
plug-in execution cycle has failed or halted.

In the event a plug-in does not complete execution within the timeout period, the
pool continues to use the most recently-obtained list of nodes.

Service Discovery plug-ins are standalone scripts or executable binaries which retrieve a list of nodes (active,
draining, and disabled) from a remote service. A pool configured to use one of these plug-ins can update its
nodes list based on the response from the plug-in.

Plug-ins are either built-in or user-provided, and stored in the "Service Discovery Plugins" catalog. To view the list
of plug-ins, click Catalogs > Service Discovery.

Built-in Plug-ins

The Traffic Manager includes a number of predefined plug-in scripts designed to provide a dynamically-
generated node list using the named external service. Each plug-in requires you to provide a series of input
arguments in order to establish a connection to the service. These arguments are provided in the pool
configuration and are unique to a specific pool. Hence, you can re-use the plug-in with multiple pools each
obtaining their node list from a different instance of the external service.
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The Traffic Manager provides the ability to test a connection in the plug-in catalog page. The required
arguments are listed in the plug-in description in the form a list of -—argument=value expressions. In the
"Test Plugin” section, type an argument string into the Arguments text box, then click Test to test the
connection.

The results of the test are displayed as soon as they are received.

Note: Some plug-ins might require further software or tools to operate correctly. See the Ul Help pages that
accompany the plug-in for full details.

Custom User Plug-ins

The Traffic Manager includes the capability for adding custom service discovery plug-in scripts and programs.
Plug-ins must be executable directly from a terminal (for example, a script starting with a "#!" line) and provide
the node list in a specific format on STDOUT. The Traffic Manager does not use or respond to either the exit
code or STDERR, although error reporting is possible through the script output format described in this
section.

Pulse Secure recommends that you do not request user credentials or other sensitive information through the
input arguments interface (service_discovery!plugin_args) in the pool configuration. If you need to pass in
potentially sensitive argument values, consider instead using environment variables or a separate input file
read from disk. Note, however, that plug-in arguments are not included in Technical Support Reports.

ATTENTION
The Traffic Manager operates a specification version system for custom Service Discovery plug-ins. Each new

Traffic Manager release might introduce a new specification version to take advantage of new features and
better performance. Older specification versions continue to be supported until such a time as it becomes
necessary to deprecate them for technical or support reasons. Pulse Secure communicates the currently-
supported specification versions in the Ul Help pages and through the product release notes. For full details,
contact Pulse Secure Technical Support.

The script output must conform to a JSON structure, containing the following properties at the top level:

Property Type Description
version Integer Required. The version of the plug-in specification this script conforms to.
code Integer Required. An HTTP status code to represent the status of the run. Use "200" for

successful completion.

error String Optional. An error message to be printed to the Traffic Manager Event Log if
the plug-in has failed in some way.

interval_override Integer Optional. Overrides the poll interval specified in the pool configuration with a
smaller interval, until the next time the plug-in runs. If this value is larger than
the configured pool interval, it is ignored.
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Property Type Description

nodes Hash Array Required. A list of nodes.

The list of nodes contains:

ip
Required string. The address of the node.

port
Required integer. The port number of this node.

weight

Optional integer. A number used to represent the weighting to apply to this
node, relative to all other nodes. Use this field if your service uses a
weighted load balancing algorithm, such as weighted round robin. For more
information, see “Load Balancing” on page 60.

draining
Optional boolean. Set to true to establish this node as being in a "draining"
state.

disabled

Optional boolean. Set to true to establish this node as disabled and not
accepting traffic. This can be useful as a default, or fall-back, position in
your script, such that the pool is populated with a notional list of what
nodes would be present in the event of an error.

The following JSON structure gives an example of a custom plug-in output:

{
"version":1,
"nodes": [

{ "ip":"192.0.2.0", "port":80 },
{ "ip":"192.0.2.1", "port":81, "draining":true }

1,
"code":200
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Traffic IP Groups and Fault Tolerance

A cluster of Traffic Managers can distribute incoming network traffic between them, and transfer traffic shares
from one to another if a Traffic Manager fails. Traffic distribution is configured by means of Traffic IP Groups.

The functionality referred to in this chapter might vary slightly depending on your product platform. For
additional details and product specifications, see the Pulse Secure Web site at www.pulsesecure.net.

This chapter contains the following sections:

Fault Tolerance . ... e 85
Choosing Traffic IP AdAresses . ..o v e e e e e e e 86
Creating a Traffic IP GroUp. ..o e e e e e 87
Interface-to-Subnet Mapping (Traffic IP Networks) . ....... ..o, 89
Configuring Fault-Tolerance. ... ..ot e i e e e e e 90
FailOVer . 94
Debugging and Monitoring Fault Tolerance Activity ............ oo .n. 95
Configuring BGP CoNNeCtiVItY . ..ottt e e e e e e e et e e 96
Configuring OSPFV2 CONNECLIVILY . . oottt e e e e e e e eas 97

Fault Tolerance

Traffic IP Addresses and Traffic IP Groups

A"Traffic IP Address” is an IP address that must remain highly available. Traffic IP addresses are assigned to

groups, called “Traffic IP Groups”.

Each Traffic IP Group is managed by some of (or all of) the Traffic Managers in your cluster. They cooperate and
share the traffic between them, ensuring that any traffic to the Traffic IP addresses is distributed between and

managed by one of the Traffic Managers in the cluster.
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FIGURE 20 A sample Traffic IP address configuration
Traffic IP Address Traffic IP Address

g o

Traffic Manager
. -~ Cluster
e ~ L (4 instances)

Traffic IP Group (2 IP Addresses, 3 Traffic Managers)
In the illustration above, a Traffic IP Group has been configured, spanning 3 of the 4 Traffic Managers in the
Cluster. This Traffic IP Group will manage the Traffic IP addresses, and the three Traffic Managers will ensure
that those Traffic IP Addresses are available.

For example, a Web service might be published on IP address 34.56.78.90. You can ensure that the service is
always available by adding that IP address to a Traffic IP group. The Traffic Manager cluster raises that IP
address and manages all of the traffic to it. You would typically configure the DNS entry for your service to
resolve to one or more Traffic IP addresses.

Distributing Traffic Within a Traffic IP Group

Traffic is shared between the Traffic Managers in your cluster using one of the following distribution policies:

Single-Hosted mode: Each Traffic IP address is raised on one of the Traffic Managers in the group. If
there are multiple IP addresses in the group, they are raised on different Traffic Managers, distributed
as evenly as possible.

Multi-Hosted mode: Each Traffic IP address is raised on all of the Traffic Managers in the group. Traffic
to each IP address is evenly shared between all of the Traffic Managers.

Route Health Injection: (not applicable to all product variants) Each RHI traffic IP group contains one
active Traffic Manager, and optionally one passive Traffic Manager. All Traffic IP addresses in the group
are raised privately (on loopback) by both participating Traffic Managers and dynamically advertised
into the adjacent routing domain using OSPFv2 or BGP as the routing protocol. In response, routers
direct all traffic to the active Traffic Manager.

Each Traffic Manager reports periodically to the others, and if one fails, the remaining Traffic Managers take
over their share of traffic. In this way, services that depend on the Traffic IP addresses are always available.

For a discussion on example configurations of Traffic IP Groups, see .To
understand how to create a Traffic Manager cluster, see

Choosing Traffic IP Addresses

The Traffic Manager is typically attached to a front-end network for incoming traffic and a back-end network for
back-end servers. At the IP level, these networks are described as IP subnets. For example, 192.0.2.0/24,
198.51.100.0/16, and so on.



For single-hosted and multi-hosted traffic IP groups, you must choose traffic IP addresses that are within these
directly attached subnets. The Traffic Manager raises these IP addresses on the correct physical interface, so
that routers and other devices on those networks can reach them directly.

For RHI traffic IP groups, you must choose traffic IP addresses that are not within these directly attached
subnets. The Traffic Manager always raises RHI traffic IP addresses privately in their own /32 subnet on the
Traffic Manager's internal loopback (l0) interface. Routers and other machines always send traffic to them
indirectly, through the Traffic Manager's front-end IP address, according to routing information established
using the OSPFv2 routing protocol.

The directly attached subnets are those you specify:

When configuring a statically raised IP address on a particular interface.

By adding an entry into the "Traffic IP Networks" table. For more information, see “Interface-to-Subnet
Mapping (Traffic IP Networks)” on page 89.

Creating a Traffic IP Group

To create a traffic IP group, click Services > Traffic IP Groups. On this page, you can create new traffic IP
groups and edit existing ones.

Enter a name and select the Traffic Managers you want to be members of the group. Enter the traffic IP
addresses for the group in a list separated by spaces or commas, choose the IP distribution mode if necessary,
and click Create Traffic IP Group.

Traffic Distribution

The IP distribution mode determines how Traffic Managers in the same Traffic IP Group share the traffic
between them.

You can configure traffic IP groups to raise traffic IP addresses on one Traffic Manager at a time (single-hosted
mode), or on all Traffic Managers in the group simultaneously (multi-hosted mode). On some product variants,
you can also select Route Health Injection as the distribution mode.

Single-Hosted Mode

Fach IP address in the group is only raised on one Traffic Manager at a time. If the group contains more than
one IP address, they are dispersed across the participating Traffic Managers. When a Traffic Manager fails, its
traffic IP addresses are moved to the other working Traffic Managers in the group.

Set the keeptogether option for a traffic IP group to prevent dispersion of the IP addresses in the group. In
this case, all traffic IP addresses are raised on the same Traffic Manager. This is useful when using traffic IP
groups with IP Transparency. For details, see “Using IP Transparency with a Cluster” on page 24.
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Multi-Hosted Mode

Each IP address is raised on every machine at the same time. Incoming data for each IP is received by every
Traffic Manager in the group, and each one takes responsibility for an equal portion of the incoming
connections. If a machine fails, its portion is shared between the remaining active machines.

Multi-hosted IP addresses work by using multicast packets on your local network. The Traffic Manager
advertises the traffic IP address using a multicast MAC address on the local subnet. This informs switches and
routers that the traffic to the IP should be sent to all of the Traffic Managers. The MAC address used is
calculated by providing a separate multicast group (represented as an IP between 239.0.0.0 and
239.255.255.255). This multicast group should be unigue on your network.

Each Traffic Manager receives all incoming connections and makes a calculation based on the source IP
address of the connection to determine whether it should accept that connection or if it should silently discard
the connection (because another Traffic Manager in the group will accept it).

By discriminating on the source IP address alone, this method arranges that the same client will be processed
by the same Traffic Manager (providing the client does not change IP address). This has the advantage that any
session persistence data and SSL session data stored in the Traffic Manager will be available.

However, this can result in uneven distribution of traffic between Traffic Managers, particularly if your clients
come from a small set of source IP addresses. This uneven distribution may impact the performance of the
load-balanced service. If this is of concern, set the consider source port setting to instruct the Traffic
Managers to distribute traffic based on the source IP address and port; this will share traffic much more easily
across the cluster.

Note that using the source port may interfere with some session persistence methods, as there can be a short
delay as the session persistence data is shared across the cluster (see

). Similarly, consider source port should not be used with any
Traffic IP Addresses that are used by FTP virtual servers (see ).

Note: If a Traffic Manager attempts to connect to a multi-hosted IP, the connection is always picked up by the
local Traffic Manager itself.

Route Health Injection
The Traffic Manager uses front-end fault tolerance by announcing the Traffic IP addresses managed by the
group out to the wider routing network. To use this method, the routers in your organization must be
configured to use one of the following routing protocols:

OSPFv2: Open Shortest Path First, version 2

BGP: Border Gateway Protocol
You can only use RHI for IPv4 addresses; IPv6 is not supported.

Traffic IP Groups based on Route Health Injection (RHI) contain a maximum of two Traffic Managers, either with
a single active Traffic Manager, or in a pair using an active-passive configuration.



When you select RHI as the distribution method, you additionally specify routing metrics for the active and
passive Traffic Managers. When the Traffic Manager injects routes into the upstream routing network, these
metrics determine the priority of the Traffic Manager instance within a multi-cluster (or multi-datacenter)
scenario.

For more information, see “Route Health Injection and the Network” on page 26.

Passive Machines

If you mark a Traffic Manager as passive then it will not raise any of the IP addresses (single-hosted mode) or
handle any load (multi-hosted mode) in the Traffic IP group unless one of the non-passive Traffic Managers has
failed.

When you add a Traffic Manager to an existing Traffic IP Group, some of the traffic may be transferred to the
new Traffic Manager. Unavoidably, this will result in some dropped connections at the instant of transfer. To
deal with this situation, you can add a Traffic Manager as passive. In that case, it will not take any traffic unless
one of its peers was to fail.

Disabling a Traffic IP Group

You can disable a Traffic IP Group by de-selecting the enabled checkbox. Use this option to disable a group
temporarily, but to retain the configuration for future reinstatement.

When a group is disabled, none of the IP addresses in the group are raised. Route advertisements for RHI
traffic IP groups are withdrawn.

Interface-to-Subnet Mapping (Traffic IP Networks)

Prior to version 7.0 of the Traffic Manager, there was a pre-requisite to hosting a Traffic IP Address of having an
interface that is configured with an IP address in the same subnet. This pre-requisite provides a benefit
because it allows a Traffic Manager to automatically figure out which devices can host a Traffic IP Address
(based on the routing table and “health” of the interface). The drawback to this is that it means you end up with
an IP address that does not actually receive any traffic, but still takes up space. This can be frustrating if the
network you want to receive traffic in is small (say, a /29 for example). The interface-to-subnet mapping feature
gives you a way to define an explicit mapping of subnets to interfaces. When in use, you do not need to
configure an interface with an IP address in a particular subnet just to host a Traffic IP Address on it.
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FIGURE 21  Interface to subnet mapping
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To configure a Traffic IP Network

1. Navigate to the Services > Traffic IP Groups page.
2. Inthe “Traffic IP Networks” section, click the Network Settings link.

3. Inthe Add Network field, using CIDR notation, enter the IP subnet that you want to host IP addresses
in. For example, 192.168.50.0/24.

4. From the Default Interface drop-down box, select the network interface that you want this subnet to
be hosted on.

Note: The Traffic Manager prevents the use of DHCP-enabled network interfaces for hosting Traffic IP
addresses. Use only interfaces configured with static networking for your Traffic IP subnet.

5. Click Update to save your changes.

After configuring a Traffic IP Subnet on the desired interface, you will see a dialogue box appear that allows
you to configure which interfaces should be used for the same subnet on the other Traffic Managers in the
cluster.

Configuring Fault-Tolerance

The Traffic Managers in a cluster periodically check that they can communicate with the network using ICMP
pings through each active network interface. They then broadcast a message describing their health (good or
failed).

If one of the Traffic Managers in a cluster fails, the other Traffic Managers will take over any Traffic IP addresses
that the failed Traffic Manager was managing.

Fault Tolerance Configuration Settings
You can configure fault tolerance using the settings in System > Fault Tolerance > General:

flippertautofailback: If a Traffic Manager that is hosting Traffic IP addresses fails, another Traffic
Manager in the cluster raises the dropped addresses until the original Traffic Manager recovers.
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Set to "Yes" to ensure that the Traffic IP addresses are automatically returned to the original Traffic
Manager when it regains connectivity.

Set to "No" to force the original Traffic Manager into a pending mode upon recovery, in which case it
waits to be instructed when it should raise the Traffic IP addresses.

The Admin Ul displays a warning when a Traffic Manager is in the pending state. Use the Diagnose >
Cluster Diagnosis page or the Services > Traffic IP Groups page to fully reactivate a pending Traffic
Manager.

Note: A pending Traffic Manager is automatically reactivated if all other Traffic Managers in the cluster fail. In
this case, the Traffic Manager also takes over all Traffic IP addresses it is responsible for. A Traffic Manager also
reactivates automatically if it would not cause any disruption to the services already running.

flipperlautofailback_delay: The time interval, in seconds, after which a recovered Traffic Manager
should re-raise dropped Traffic IP addresses.

If flipperlautofailback is set to "Yes", a previously-failed cluster member has to remain healthy for this
period of time before failback can occur. This mechanism can help to ensure a recovered Traffic
Manager is not still subject to some external factor blocking connectivity before it is required to raise
Traffic IP addresses. If, during the waiting period, a further failure is detected, the delay timer restarts.

Manual failback is possible at any time during delayed auto-failback. To perform a manual failback,
reactivate a pending Traffic Manager on the Diagnose page.

Changing the value of flipper!lautofailback_delay has no effect on an already running delay timer until
the timer is forced to restart through either a subsequent failure or a successful failback event. To
enforce an immediate change, or just to cancel the current timer, disable auto-failback by setting
flipper!autofailback to "No". If you then re-set flipperlautofailback to "Yes", the new delay period
applies. Setting flipper!autofailback_delay to O (zero) in this situation stops a running timer and
results in immediate failback.

Turning off auto-failback during a delay timer countdown always prevents a Traffic Manager from being
used, even if the system had previously entered a healthy state and the delay timer was running.

flipper!monitor_interval: The time interval, in milliseconds, that the Traffic Manager uses to
periodically check if it can contact other devices on the network. The result is then announced to other
Traffic Managers on a multicast address. Decrease the interval to ensure failures in the network are
detected sooner, however this increases the workload on the system.

flipper!monitor_timeout: The amount of time, in seconds, that the Traffic Manager should wait for a
response when it has tried to contact one of the devices used to check connectivity. If a response is not
received within this time, the Traffic Manager assumes it cannot contact the device. Decrease this value
to allow the Traffic Manager to detect failures sooner, although the reliability of the system is reduced
because slower connections might be incorrectly regarded as having failed.

flipper!heartbeat_method: In a cluster, each Traffic Manager must send out periodic heartbeat
messages to advise that all software and network services are running.



Use Unicast to instruct the Traffic Manager to send directed UDP messages to each Traffic Manager in
your cluster. Use this setting if the switches in your network are unable to handle the potentially more
efficient multicast packet method. Unicast messages can also reach machines on separate subnets; for
example, Traffic Managers in disparate data centers. Use Communication Port: to specify the network
port the Traffic Manager must listen on for unicast messages. This port must be contactable from all
other Traffic Managers in the cluster.

Use Multicast to instruct the Traffic Manager to send these messages using multicast network packets,
which should traverse all network ports on all switches that your Traffic Managers are connected to.
Multicast messages only reach machines on the same subnet. Set the multicast address that all Traffic
Managers should listen on using the Multicast address and port: field (by default, this is
239.100.1.1:9090).

flipper!use_bindip: Should multicast messages be sent and received on the management interface
alone.

Set this to “Yes” if your Traffic Managers communicate with each other on a separate, dedicated
network to that used by the main traffic. Note that, however, the reliability of the system could be
compromised as a result.

Set this to “No” (default) to instruct the Traffic Manager to send the multicast messages it uses to
announce its connectivity out over every network interface. This increases the reliability of the system
by ensuring that failure of one network interface does not cause other Traffic Managers in the cluster
to assume that this machine has failed.

flipper!arp_count: The number of ARP packets that the Traffic Manager sends when a network
interface is raised. Although other devices on the network only requires one ARP request to
acknowledge a new interface on a Traffic Manager, ARP packets can get lost or missed. To improve the
reliability and speed of the broadcast, the Traffic Manager sends the number of ARP packets defined
here when an interface is raised.

flipperligmp_interval: The time interval, in seconds, that the Traffic Manager uses to sends unsolicited
IGMP Membership Report packets for Multi-Hosted Traffic IP groups. Use this interval to prevent
switches and routers from forgetting the Traffic Manager's multicast subscription(s). To disable this
feature, set the interval to O.

flipper!lverbose: Should a Traffic Manager log all connectivity tests. Set this to Yes to output detailed
information to the system log.

Note: Pulse Secure recommends only using this for diagnostic purposes.

flipper!frontend_check_addrs: The IP addresses to use for front-end connectivity checking. If the
Traffic Manager cannot successfully ping these addresses, it decides that its network connectivity is
broken and performs fail-over to the other Traffic Managers in the cluster.

If your Traffic Manager setup does not require external connectivity; for example, if it is part of an
Intranet, set this field to blank to disable the external connectivity check.

Understanding Traffic Manager Fault Tolerance Checks
Each Traffic Manager checks that its network interfaces are operating correctly. It does this by:



Periodically pinging the default gateway, to ensure that its front-end network interface is functioning.

Periodically pinging each of the back-end nodes in the pools that are in use, to ensure that its back-end
network interfaces are functioning.

The Traffic Manager concludes that it has failed if it cannot ping the default gateway, or if it cannot ping any of
the nodes in any of the currently used pools.

Overriding Front-End Checks

You might need to override the front-end check if, for example, your gateway does not respond to ICMP pings.
To override the front-end check, set flipper!frontend_check_addrs to an empty string.

Health Broadcasts
Each Traffic Manager regularly broadcasts the results of its local health checks, whether it is healthy or not.

By default, each machine broadcasts these heartbeat messages twice per second. You can configure this
behavior using the flipper!monitor_interval setting.

You can choose to send broadcast messages by one of two methods, unicast or multicast. Select your
preference with the flipper!heartbeat_method setting.

ATTENTION
If you use unicast, you must ensure that “State Sharing” is enabled. To do this, set state_sync_time on the
System > Global Settings page to a non-zero value.

In many circumstances, unicast is appropriate. However, if your network setup means that all Traffic Managers
can receive multicast messages, for example, if your Traffic Manager cluster is within a single network segment,
use multicast instead. If, after trying both methods, you still encounter issues, contact your support provider
for assistance.

Note: Pulse Secure recommends that users of Hyper-V-based Traffic Managers use the default unicast method.
When two or more instances are clustered together, using multicast can, in some circumstances, result in packet
loss.

To debug heartbeat communication problems, Pulse Secure recommends using the “tcpdump” program to
capture all heartbeat messages on your network:

# tcpdump -i ethO ip multicast

To capture only the heartbeat messages issued by your Traffic Managers, use:

# tcpdump -1 ethO dst host 239.100.1.1 and dst port 9090

Note: This example uses port 9090, the default for Traffic Manager management communications. Substitute

in the port number your Traffic Manager uses, if different. For more information on the Traffic Manager's
network port requirements, see



Determining the Health of a Cluster

Fach Traffic Manager listens for the health messages from all of the other Traffic Managers in the cluster. A
Traffic Manager concludes that one of its peers has failed if any one of the following conditions is true:

It receives an "l have failed" health message from the peer.
It does not receive any messages from the peer within the value set in flipper!monitor_timeout.

The peer reports that one of its child process is no longer servicing traffic. This occurs if any child
process fails to respond within the value set in flipper!child_timeout.

The Traffic Manager concludes that a peer has recovered when it starts receiving "l am healthy" messages from
the peer.

Failover

When each Traffic Manager in a cluster determines that one of its peers has failed, the Traffic Manager may
take over some or all of the traffic shares that the failed system was responsible for. The traffic distribution
method determines how this is done.

Traffic IP Address Transfer (Single-Hosted Mode)

Each Traffic Manager in a cluster uses its knowledge of which machines are active to determine which Traffic IP
addresses it should be running. The cluster uses a fully deterministic algorithm to distribute IP addresses
across the machines:

Because the algorithm is deterministic, the Traffic Managers do not need to negotiate between
themselves when one of their peers fails or recovers.

The algorithm is optimized to spread the distribution of Traffic IP addresses across the active Traffic
Managers in a cluster, and to minimize the number of IP address transfers if a Traffic Manager fails or
recovers.

When a Traffic Manager raises a Traffic IP address, it sends several ARP messages to inform adjacent network
devices that the MAC address corresponding to the IP address may have changed. The Traffic Manager will
send up to 10 ARP messages (tunable using the flipperlarp_count setting); the frequency of these messages
is controlled by the flipper!monitor_interval setting (by default, the messages are sent at 0.5-second
intervals).

Note that if a Traffic Manager detects that its own network connectivity has failed, it will immediately drop its
Traffic IP addresses and broadcast | have failed health messages to its peers. This is in anticipation of other
Traffic Managers in the cluster raising the interfaces when they realize that the first Traffic Manager has failed.

Traffic IP Address Transfer (Multi-Hosted Mode)

Each Traffic Manager in the Traffic IP Group deterministically chooses whether or not it should handle each
packet, based on the source IP of that packet (and optionally the source port; see

).



If a Traffic Manager fails, its share of the load is spread evenly between the remaining Traffic Managers. When it
recovers, it takes equal shares of the load from its peers, thus ensuring that the traffic is always evenly
distributed across the working machines in the Traffic IP Group.

Note: Multi-hosted IP functionality is not included with the Traffic Manager software by default. You can
download and install it as an additional kernel module, and is supported on Linux kernels, version 2.6.18 and
later. See the Traffic Manager documentation on the Pulse Secure Web site (www.pulsesecure.net) for more
information on supported versions.

Traffic IP Address Transfer (RHI Mode)

If a Traffic Manager's fault tolerance checks fail, it lowers the addresses used in RHI traffic IP groups and
withdraws route advertisements from the network.

If the network detects an inability to reach the designated active Traffic Manager in an RHI traffic IP group,
routing decisions for the traffic IP address(es) use instead the next best available route using the lowest
metric, such as to the designated passive Traffic Manager, or to a Traffic Manager hosting the same traffic IP
address in another datacenter.

Recovering from Failure
When a failed Traffic Manager recovers, its share of traffic is transferred back to it.

Each time traffic shares are transferred from one Traffic Manager to another, any connections currently in that
share are dropped. This is inevitable when a transfer occurs because a Traffic Manager fails, but may not be
desirable when a Traffic Manager recovers.

In this case, you can disable the flipper!autofailback setting on the System > Fault Tolerance page of the
Admin Ul. When this is disabled, a Traffic Manager does not take any traffic when it recovers. Instead, the user
interface displays a message indicating that the Traffic Manager has recovered and can take back its IP
addresses.

When you want to reactivate the Traffic Manager, go to the Diagnose page and select the Reactivate this
Traffic Manager link.

Alternatively, you can edit each of your traffic IP groups and set the recovered Traffic Manager to passive. Once
you set it to passive in all of the groups, it will not need to take any shares of traffic; it will then reactive
automatically, clearing the error state. In addition, no traffic will be lost because not traffic shares will have
been transferred.

Debugging and Monitoring Fault Tolerance Activity

All state changes and IP address transfers are logged in the event logs of each relevant Traffic Manager. If email
alerting is correctly configured (see “Event Handling and Alerts” on page 303), the Traffic Manager also sends
an email message describing the state change and any IP address transfers that resulted to the system
administrator.
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For detailed debugging, enable the flipperlverbose setting. This causes each Traffic Manager to log every
single connectivity test, broadcast message sent and broadcast message received, and is useful when
determining why the fault tolerance behavior is not as expected.

See also the Cluster Diagnosis page in the Diagnose section of the Admin Ul. This page informs you if any
broadcast messages are not being received correctly, and provides a summary of the system status if an error
has occurred.

For detailed information on your Route Health Injection status, see the Diagnosis > Routing page of the
Admin Ul

Configuring BGP Connectivity

You can configure your Traffic IP Groups to use RHI as the IP distribution mode, using BGP as the routing
protocol. To enable RHI for your Traffic IP addresses, use the Services > Traffic IP Groups page.

The settings in System > Fault Tolerance > BGP Route Health Injection control BGP connectivity between
Traffic Managers in your cluster and the neighboring routing infrastructure:

bgplenabled: Whether BGP Route Health Injection is enabled.

bgplas_number: The Autonomous System (AS) in which your Traffic Manager cluster operates. Use a
decimal value to represent the AS. This number applies to all Traffic Managers in your cluster (or each
Configuration Location within a Multi-Site Manager cluster; see “Multi-Site Cluster Management” on
page 365).

Configuring BGP Router IDs

By default, each Traffic Manager in the cluster joins the BGP routing domain using the address and subnet by
which it is connected to its IPv4 default gateway. To override this behavior, you can set an alternate ID for each
cluster member individually using flipper!bgp_router_id.

Managing BGP Neighbors

Unlike with OSPFv2, the Traffic Manager is unable to automatically discover its BGP neighbors. To enable your
cluster to establish BGP sessions, you must first define the neighboring routers and then create applicable
mappings between each cluster member and the desired neighbor.

To manage the BGP neighbors you can use in this mapping, click Manage BGP Neighbors. Use this page to
define a new neighboring BGP enabled router, and to modify the parameters for existing neighbor definitions.

For each new router, input the following BGP connection parameters:

Description
BGP Neighbor name An identifying name
IP Address | The IPv4 address of the neighbor
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Field Description

AS Number The AS number for this neighbor. This might be the same AS as your
proposed corresponding Traffic Manager (in which case the session

uses iBGP), or it might be a different AS altogether (in which case the
session uses eBGP).

Keepalive The interval, in seconds, between health message transmission.

Holdtime The minimum interval, in seconds, that must elapse after the last
received keepalive before this neighbor assumes the mapped Traffic
Manager is no longer active.

Advertisement Interval The interval, in seconds, that must elapse between advertisements
made to this neighbor.

Authentication Password (optional) The per-BGP session password that your mapped Traffic
Manager must use with this neighbor.

Note: Linux kernel versions earlier than 2.6.20, or any kernel built
without the relevant option (CONFIG_TCP_MD5SIG) enabled, might not
support this setting. For further clarification, see your system
administrator or support provider.

After you have defined your BGP neighbors, click back to the System > Fault Tolerance page to create the
mappings to your individual Traffic Managers.

ATTENTION
Before you can use BGP, you must configure the neighboring BGP routers to establish sessions with the

selected Traffic Managers. This effectively corresponds with the neighbor definitions you have just created at
the Traffic Manager end of the connection.

Click Update to apply your mappings and configuration. The settings on this page are replicated across all
members of the Traffic Manager cluster.

The Traffic Manager reports all router peering and connection failures in the event log. The applet in the Admin
Ul and the Diagnose page both reflect the current status.

Configuring OSPFv2 Connectivity

You can configure your Traffic IP Groups to use RHI as the IP distribution mode, using OSPFv2 as the routing
protocol. To enable RHI for your Traffic IP addresses, use the Services > Traffic IP Groups page.

The settings in System > Fault Tolerance > OSPF Route Health Injection control OSPFv2 connectivity in your
Traffic Manager cluster:

ospfv2lenabled: Whether OSPFv2 Route Health Injection is enabled.

ospfv2larea: The OSPFv2 area in which your Traffic Manager cluster operates. You can use a decimal or
IPv4 address format.

ospfv2larea_type: The type of OSPFv2 area in which your Traffic Manager cluster operates. OSPFv2
requires all routers in a specific area to use the same type.
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ospfv2lhello_interval: The interval at which the Traffic Manager sends OSPFv2 "hello" packets to the
network.

ospfv2lrouter_dead_interval: The number of seconds that must elapse before the Traffic Manager
declares a silent router down.

Note: If you disable OSPFv2, or shut down the Traffic Manager, it first de-advertises Traffic IP addresses by
sending out a MaxAge Link State Advertisement (LSA) to all adjacent routers.

The Traffic Manager supports the use of two separate OSPFv2 authentication key/secret pairs ("a" and "b"). This
mechanism enables you to maintain authentication across your network infrastructure in the event of your
needing to replace one of the key/secret pairs. When updating the authentication key in use, you can keep the
old key active until the new key has been provisioned across the network.

The Traffic Manager supports OSPFv2 authentication types 0 (none) and 2 (MD5). MD5 is used when at least
one active key is configured.
ospfv2lauthentication_key_id_a: The OSPFv2 authentication key ID. Set to O to disable the key.

ospfv2lauthentication_shared_secret_a: The OSPFv2 authentication shared secret (MD5). Set to
blank to disable the key.

ospfv2lauthentication_key_id_b: The OSPFv2 authentication key ID. Set to 0 to disable the key.

ospfv2lauthentication_shared_secret_b: The OSPFv2 authentication shared secret (MD5). Set to
blank to disable the key.

Note: If both key pairs are set to 0 (disabled), the Traffic Manager does not use OSPFv2 authentication.

The Traffic Manager does not act as a general purpose OSPFv2 router.

Configuring OSPFv2 IP Addresses

By default, each Traffic Manager in the cluster joins the OSPFv2 routing domain using the address and subnet
by which it is connected to its IPv4 default gateway. To override this behavior, the Admin Ul provides the
means to set an alternate IPv4 address for each cluster member individually using flipperlospfv2_ip.

The individual IP addresses you specify are used by each Traffic Manager as the next hop addresses for
OSPFv2 routes that are installed on neighboring routers for traffic IPs that the Traffic Manager is advertising.

Set flippertospfv2_ip to "0.0.0.0" to disable the Traffic Manager's routing software.

Configuring Neighborhood Monitoring

The Traffic Manager polls the routing network every 10 seconds to collect neighborhood data. Among this data
is a list of routers the Traffic Manager is peered with. For OSPF, this is known as the “neighbor list".

To perform neighborhood monitoring, you configure each Traffic Manager in your cluster with the list of
neighboring router IP addresses from which it should expect to receive traffic. This list is compared to the
discovered neighbor list in order to determine the health of the routing network.



To configure the expected neighbors, type a space or comma separated list of IPv4 addresses in

flipperlospfv2_neighbor_addrs. Use the default value %gateway% to mean the default IPv4 gateway that
each Traffic Manager is connected to.

To disable neighborhood monitoring for a specific Traffic Manager, set flipperlospfv2_neighbor_addrs to an
empty list.

The Traffic Manager reports a warning in the event log if some of the expected routers are not peered, and
reports an error if none of the expected routers are peered. The applet in the Admin Ul and the Diagnose
page both reflect the status at the last poll.

Note: Due to the latency involved in establishing peering, you might experience transient warnings or errors if
you modify your OSPF configuration.
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Key Features in the Traffic Manager
Administration Interface

This chapter describes the main features of the Traffic Manager Admin Ul. It contains the following sections:

The HOME Page . oo e e e e e e e e e e e 101
Services > Configuration SUMMaAry. .. ... e et e 102
Catalogs .ot 102
License Management . ..o e e 104
System > Global Settings . ...t e 107
SYSTEM > BaCKUPS & v vttt e 108
ACLIVIEY MONIOIING ot e e 113
Exporting Analytics to a Remote Service . ... i e e 120
Cloud Credentials . ... ..o e e e e et e e e 128
The Pulse Secure Virtual Web Application Firewall. . ........ .. ... o i i, 129

The Home Page

The Home Page of the Traffic Manager Administration Interface provides a dynamically updating overview of
your key configuration, traffic and status:

The “Status Applet” displays a real-time indication of the health status of the cluster, and a real-time
traffic chart and summary. If a problem of any kind is detected, the status light in the applet will change
from green to either orange (a minor problem) or red (a major problem). Click the status light to go
directly to the Diagnosis page.

The “Login Information Banner” provides a record of the previous successful login using these
credentials. Any previous failed attempts are also shown here.

The “Traffic Managers” section displays the status of the traffic management devices in your cluster. If
any of the devices develops a fault, it will be highlighted and an error message displayed.

The “Services” section displays a list of the services you are managing; the protocol, port, virtual server
name and a list of all pools used by the service . The Stop and Start buttons can be used to stop or
start a service. If any problems are detected with a virtual server or pool, these will be highlighted.

The “Event Log" section displays the most recent event log messages from the Traffic Manager systems
in your cluster. Click Examine Logs to display the full event log. For more information, see “The Event
and Audit Logs” on page 343.

The home page updates automatically to show new event log messages and changes in Traffic Manager,
virtual server, or pool status.

Note: The Traffic Manager presents an adapted home page layout in multi-cluster management mode, including
an additional section for your configured Locations. For full details, see “Multi-Site Cluster Management” on
page 365.
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Services > Configuration Summary

With a number or virtual servers, pools and rules set up, your configuration can soon become complex. The
“Config Summary” provides a single-page synopsis of the items you have configured and how they connect
together.

To view the Configuration Summary, click Services > Config Summary. Your services are displayed in a table,
initially grouped by port and virtual server, with each of the items used by the service displayed alongside.

You can rearrange the table to focus in on a particular column or configuration object, and see clearly what
configuration objects depend on it. For example, clicking on the Pool column shows you each pool name, and
beside it the nodes it contains, and the virtual servers and rules that use it.

This allows you to track exactly where each configured item is used in a complex setup.

Exporting a Configuration Archive

Use the Export Configuration option to download an archive file containing the current running configuration
to your local machine. To restore a previously-saved configuration archive file, use the System > Backups
page. for more information, see “System > Backups” on page 108.

ATTENTION
Store this backup securely. It contains sensitive information, including SSL certificates.

Exporting a Configuration Document

The Traffic Manager includes a tool called the Configuration Importer, used to import a complete system
configuration into a Traffic Manager instance from a previously-created definition - typically within an
orchestration tool such as Docker or Kubernetes. Such definitions are contained within text files called
configuration documents and the Configuration Importer uses these documents to construct the definitions on
the local Traffic Manager, replacing its previous running configuration.

Use the "Export Configuration document" section to create and export a configuration document based on the
current running configuration.

For a complete description of this functionality, see the Pulse Secure Virtual Traffic Manager: Configuration
Importer Guide.

Catalogs

The Catalogs are central repositories of objects, and classes of objects, that you can use for managing traffic.
You can store the following object types:

Note: Some catalog types might be license dependent. See the Pulse Secure Web site (www.pulsesecure.net)
for more information.

Locations catalog: Contains location-based configuration objects used for Global Load Balancing
(GLB) and the Traffic Manager's multi-site cluster management capability.
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DNS Server: Contains zonefiles and zone configurations used with the Traffic Manager's authoritative
Domain Name Server (DNS) capability.

GLB Services catalog: Contains GLB service configurations used by the Traffic Manager to load
balance clients across different geographic locations.

Service Discovery Plugins catalog: Contains scripts used by a pool to retrieve a remotely-autoscaled
list of back-end nodes.

Web Accelerator catalogs: Contains application scopes and profiles used by Pulse Secure Web
Accelerator.

Rules catalog: Contains TrafficScript and RuleBuilder rules.

Java Extensions catalog: Contains Java Extensions and any supporting Java class files that the
extensions require. These Java Extensions can be invoked from a TrafficScript rule.

Monitors catalog: Stores health monitors you can use to check the correct operation of nodes in a
pool.

SSL catalogs: Contains SSL resources: server and client certificates, certificate authorities and
certificate revocation lists.

Authenticators catalog: Contains definitions of remote LDAP authentication services. These services
can be accessed from TrafficScript to look up information about a user and to verify their password.

Kerberos catalog: Contains configuration resources needed by the Traffic Manager to allow it to
participate in Kerberos realms.

SAML catalogs: Contains resources used by the Traffic Manager to participate in SAML-based single
sign-on authentication.

Service Protection classes: holds classes that define the policies and security measures used by the
Traffic Manager to filter unwanted traffic.

Session Persistence classes: Contains classes that manage session persistence information for client
connections.

Bandwidth classes: Contains bandwidth allocations that you can use to manage bandwidth usage.

Service Level Monitoring classes: Contains classes that monitor node response time and
conformance to agreed levels of service.

Rate Shaping classes: Contains classes you can use to queue and rate-shape requests to impose
maximum request rates.

Cloud Credentials classes: Holds the information required to allow the Traffic Manager to
communicate with cloud provider APIs.

Extra files: Contains additional files and resources accessible from TrafficScript rules (using
resource.get ()), Oor used to provide error messages in pool configuration.

Virtual servers, pools and rules can each reference objects in the Catalog. If you edit an item in the catalog, the
changes you make propagate to every service that uses the item.

To access the catalogs, click Catalogs in the top navigation bar. To edit or add to the items in a catalog, click the
appropriate Edit link.

Each catalog type is described in more detail later in this document.



License Management

Traffic Manager documentation and product interfaces often make reference to the use of license keys to
enable or disable product features and capabilities. Pulse Secure (or your designated support provider)
generates these keys on a case-by-case basis, and such keys are normally tied to your specific product instance
or service agreement.

For clusters of multiple Traffic Manager instances, you should obtain a suitable key (or set of keys) to cover the
licensing requirement of the whole cluster. Unlicensed Traffic Managers operate with restricted performance
as the Community Edition. For more information, see

ATTENTION
Although having differently licensed Traffic Managers within a single cluster is possible, Pulse Secure does not

recommend this due to the potential for automatic cluster synchronization failure when unlicensed features on
one or more cluster members have updates attempted upon them.

To view your currently installed license keys, click System > Licenses. This page displays each license key,
identifiable by its serial number, and the Traffic Managers it is valid for. To view full details for a specific license,
such as product variant, expiry date, and licensed feature set, click the fold-down arrow.

When multiple licenses are installed on a Traffic Manager instance, the Traffic Manager selects the license to
use based on the following ordered criteria:

Any installed license is preferred over the default, unlicensed, Community Edition.
Any authorized license is preferred over non-authorized licenses.

Remotely authorized licenses (including Flexible License Architecture (FLA) type licenses) are preferred
over non-remote licenses (perpetual licenses).

A license with a richer set of features is preferred over a license with a lesser set.

Adding and Removing License Keys

The first time you access the Admin Ul of a newly-installed and configured Traffic Manager, you are presented
with an “Unlicensed” page. This page provides the opportunity to either upload a license key or continue to use
the Community Edition. Traffic Manager hardware appliances, virtual appliances, and certain cloud instances
also provide the opportunity to upload licenses through the Initial Configuration wizard. For more details, see
the version of the Pulse Secure Virtual Traffic Manager: Installation and Getting Started Guide most applicable to
your product variant.

Beyond this, the System > Licenses page is the location to add and remove individual keys. New licenses can
be uploaded using the “Install new License Key” section at the foot of the page. Click Choose File to provide
the location of a standard text file containing the license data, and then click Install Key. If this operation is
successful, your new license will appear in the list.
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Unneeded or invalid keys present in the cluster can be removed by selecting the checkbox to the right of the
offending license and clicking the Remove Selected Keys button. If you attempt to remove a key that will
result one or more Traffic Managers becoming unlicensed, the Traffic Manager warns you of this and requires
you to confirm the action by overriding the warning. If you choose to proceed, the affected Traffic Managers
become Community Editions.

Registering with Pulse Secure Services Director

The Traffic Manager can send a registration request to a Services Director instance for remotely-managed
flexible licensing. This capability is referred to as self-registration and is typically enabled at initial configuration,
at which time you input the details of the Services Director instance with which you want to register your
newly-configured Traffic Manager. The Services Director then uses the REST API of the Traffic Manager to query
and issue configuration updates.

Note: To learn more about Pulse Secure Services Director, see the Pulse Secure website at
www.pulsesecure.net.

To register your Traffic Manager with a Services Director, click System > Licenses > Services Director
Registration. Use the fields on this page to manually issue a registration request to a Services Director
instance.

After the registration request is initiated, the Traffic Manager waits for the Services Director Administrator to
approve or decline the request. If the request is approved, the Services Director pushes a suitable license to
the Traffic Manager. To view status messages pertaining to the registration request, see the Event Log.

Enter your registration details in the form provided, according to the following requirements:

Field Description

remote_licensing!registration_server The address, including port number, of the Services Director with
which you want to register this Traffic Manager.

For a Services Director VA, use the Service Endpoint Address.

remote_licensing!server_certificate The server certificate of the Services Director, in a PEM-encoded
format. This is automatically updated by the Services Director when the
certificate is renewed.

remote_licensinglowner The Owner you want to be associated with this Instance, if using auto-
acceptance.
remote_licensinglowner_secret The Owner secret, used to verify the identity of the Owner specified in

remote_licensinglowner.

This field is applicable only if using auto-acceptance of registration
requests, and the validate_owners setting on the Services Director is
true.

remote_licensing!policy_id The auto-acceptance/registration policy ID to attempt to use for auto-
acceptance.
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Field Description

remote_licensinglcomm_channel_enabled  Whether communication with the Services Director should be
channeled through the Communications Channel Agent.

The Communications Channel Agent uses a long-lived TLS-encrypted
websocket connection to handle bidirectional communications
between a Traffic Manager and a Services Director. This is required for
Traffic Manager instances behind a NAT gateway or other network
boundary that impedes the Services Director’s ability to communicate
directly with a Traffic Manager's REST API. For example, when deploying
the Traffic Manager inside of a container.

Note: Your Traffic Manager event log might display Communications
Channel Agent connection failure warnings up until the Traffic Manager
registration request is properly approved by the Services Director. The
Traffic Manager retries the connection attempt once per second,
although only shows connection failure message once every 15
seconds to reduce log clutter.

Note: A self-registration request to a Services Director which does not
support the Communications Channel Agent feature automatically sets
this value to "No".

This facility is available only for Traffic Managers that perform self-
registration with the Services Director. Traffic Managers added
manually on the Services Director cannot use this feature.

remote_licensing!lcomm_channel_port The port for the Communications Channel Agent running on the
Services Director. The default value is 8102.

remote_licensinglemail_address (Optional) An e-mail address at which the Services Director
Administrator can contact you.

remote_licensing!message (Optional) A free-form message to be included with the registration
request, and visible to the Services Director Adminstrator.

Use this field to provide additional identifying information for your
registration request, if needed.

To send the registration request, click Save and Register.

A saved update to any of the fields in this section automatically triggers re-registration with the named
Services Director. To manually request re-registration without altering the configuration, click Re-register.

Note: To instruct the Services Director to treat a self-registration as if it were the first registration, regardless of
previous attempts, tick the Force checkbox.

106 © 2019 Pulse Secure, LLC.



Pulse Secure Virtual Traffic Manager: User’s Guide

System > Global Settings

The Traffic Manager software provides an extensive set of configurable global settings. You can access these by
clicking System > Global Settings. They cover aspects of the Traffic Manager that are not related to individual
services or traffic, and are divided into the following categories:

Category Description

System Settings

Define the network and system settings for each Traffic Manager.

EC2 Account Settings

Control how the Traffic Manager interacts with the Amazon EC2 API.

Cache Settings

Control the behavior of the shared caches in each Traffic Manager.

FIPS 140-2 Configuration

Determines whether "FIPS Mode" is enabled. This mode allows the
Traffic Manager to process traffic using a FIPS 140-2 cryptographic
module.

SSL Configuration

Control the behavior of the SSL support.

SSL Hardware Support

Apply to any additional SSL hardware used by the Traffic Manager.

Logging

Control how the Traffic Manager performs logging for system events
and virtual server access.

State Synchronization Settings

Control how cluster members share their state data.

Idle Connection Settings

Control how idle HTTP connections to nodes are managed.

Java Extension Settings

Control how the Java Extension process is initialized and managed.

Login and Security Settings

Control user login behavior (see “Login Security and Behavior” on
page 342).

Web Accelerator

Control global properties for Pulse Secure Web Accelerator.

Enterprise Authentication

Controls the behavior of SAML-based enterprise authentication in
your services (see “Providing Authentication for your Services” on
page 149).

Telemetry Controls the optional reporting of anonymous usage data to Pulse
Secure. This data facilitates product improvements and enhances
Pulse Secure’s ability to provide technical support.

Other Settings Control other miscellaneous Traffic Manager settings.

Clicking on the arrow beside each category unfolds the options for that category. When you have finished

making changes, click the Update button. You can use the Restore Defaults button to restore all the global
settings to the system defaults.

ATTENTION

Take care when modifying any of these settings. The default values have been chosen to give good performance
on awide range of systems, and to preserve the stability and security of the software. Configuring these settings

incorrectly could compromise the stability and security of your system, and may impact performance.
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System > Backups

You can use the Traffic Manager's Backup Management capability to make backups of your configuration,
compare backups with each other and with the current configuration, and restore configuration from a
previous backup.

To manage your configuration backups, click System > Backups.

You can also use the “zconf” command-line utility to perform a more fine-grained backup/import/export of
individual configuration objects. For more details, see

Pulse Secure recommends you make a backup of your configuration before making a large configuration
change, so that you can:

Compare configurations to find out exactly what you have changed.
Restore the earlier backup if you wish to abandon the changes you have made.

This feature also enables you to copy configuration backups from one Traffic Manager machine to another if,
for example, you want to replace an older virtual machine or cloud instance with a newer version.

ATTENTION

Configuration backup files are specific to the Traffic Manager on which they are created, and as such are not
part of the configuration automatically replicated between Traffic Managers in a cluster. If you terminate or
delete a particular cluster member, any configuration backups stored on it are lost.

Making a Backup

Use the “Create a Backup” form to make a backup of your configuration. This backup is stored on the local
Traffic Manager machine.

If the Web Application Firewall is licensed and enabled in your Traffic Manager deployment, you can optionally
include the Application Firewall configuration in your backup by ticking the App Firewall box.

Restoring a Backup

Click a backup name from the table on the Backup Management page. Use the Restore Configuration option
to replace the current configuration with the contents of the configuration backup.

A configuration backup will contain machine-specific information from the Traffic Manager it was taken from,
such as Traffic IP Groups. Therefore, at this point you must decide whether or not to replace the current Traffic
Manager's local machine configuration. You have two options:

Use the machine-specific configuration from the backup

If you are restoring a backup made from the same Traffic Manager, you will simply overwrite the local
configuration with the backed-up configuration. Should you have made this backup on a different
Traffic Manager, you will be presented with a mapping control. Here you can decide on the mapping for
the machine configuration stored in the backup:



FIGURE 22 An example cluster of two Traffic Managers

This backup contains machine specific information, such as networking configuration and Traffic IP groups.
Do you want to:

© Restore backup with machine specific information according to the following mapping...

Original Traffic Manager New Traffic Manager
dev-vm08-0 = |dev-vm08-2 Y]
dev-vm08-4 => Do notrestore this machine's config ¥ |

' Restore backup without any machine specific information.

In this example, the backup contains configuration for a cluster of two Traffic Managers. Using this tool,
you can decide which Traffic Manager is used for the restored configuration and which is ignored. Note
that you can only create a one-to-one mapping between machine configurations.

Restore the backup without any machine specific information.

The machine-specific configuration stored in the backup is ignored, and the current Traffic Manager
local machine configuration retained.

If the Web Application Firewall is licensed and enabled in your Traffic Manager deployment, you can optionally
choose to also restore the Web Application Firewall configuration from your backup, if one exists, by clicking
Include Application Firewall configuration.

Exporting a Backup
Configuration backups are stored on the local Traffic Manager machine. You can export a configuration backup
for safekeeping.

Click a backup name from the table on the Backup Management page. Use the Export Configuration option
to download the configuration backup to your local machine.

ATTENTION
Store this backup securely. It contains sensitive information, including SSL certificates.

Exporting a Backup as a Configuration Document

The Traffic Manager includes a tool called the Configuration Importer, used to import a complete system
configuration into a Traffic Manager instance from a previously-created definition - typically within an
orchestration tool such as Docker or Kubernetes. Such definitions are contained within text files called
configuration documents and the Configuration Importer uses these documents to construct the definitions on
the local Traffic Manager, replacing its previous running configuration.

Click a backup name from the table on the Backup Management page and use the "Export Configuration
document" section to create and export a configuration document based on the configuration contained
within the backup.

Note: To create a configuration document based instead on the current running configuration, use the Services
> Configuration Summary page.



For a complete description of this functionality, see the Pulse Secure Virtual Traffic Manager: Configuration
Importer Guide.

Importing a Backup

You can import a previously exported configuration backup. Use the “Import a Backup” section to upload a
configuration backup from your local machine.

When you import a backup, it is added to the list of configuration backups on the Traffic Manager machine. It
does not replace the current configuration. You can then restore the backup you have just uploaded to replace
the current configuration if desired.

System > Backups > Partial Backups

This section provides the same backup/restore functionality of a full backup, yet allows you to tailor the
contents of the backup to contain only a subset of a full configuration. It can be accessed from the link on the
System > Backups page.

Note: Partial backups are not transferable between Traffic Manager software versions. In other words, a partial
backup you create in one version of the Traffic Manager cannot be imported into any other version.

This feature provides similar functionality to the “zconf” command-line utility described in

, and can be useful when trying to copy specific services
to other Traffic Manager clusters. Unlike a regular import, the configuration being imported is merged with the
existing one instead of replacing it.

The page is separated into two main sections, one to handle the import and merge process, and another to
enable exporting of partial backups.

Importing

This section of the page allows you to import a partial or full backup. To facilitate a partial import from the
uploaded backup file, you can provide a suitable filter in the Include Only text box provided. The system will
import any objects that match this filter, along with any objects upon which the selected objects depend. For
example, the pools used by a selected virtual server will also be imported. For more details about the format
used, see

After uploading a backup file, and optionally specifying a filter, you will be presented with a “Diff" (a list of
differences) showing the changes that will be made to the system. You should review the Diff and satisfy
yourself that everything is correct. Click Apply Partial Backup to commit the changes.

ATTENTION
Importing partial backups can lead to an inconsistent configuration if not handled correctly. Always review the

Diffs presented when importing a partial backup. As with all backup and restore operations, it is strongly
recommended that you create a full backup point before applying a partial backup.
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Exporting

This section is used to download partial or full configuration backups. To facilitate a partial backup, you can set
a suitable filter in the Include Only text box provided. The system will then export only the configuration
objects that match this filter, along with their dependencies. For more details about the format used, see
“Filter Formats” on page 111.

Filter Formats

The Include Only filter is a space separated list of entries according to one of the following formats:

[CONFIGURATION TYPE]For example: vservers
or

[CONFIGURATION TYPE]/[NAME]For example: vservers/Intranet
or

[CONFIGURATION FILE]For example: users

Note: When a configuration name has one or more spaces in it, you should precede each space character with
a forward slash (\). This will ensure that the space is treated as part of the name and not a separator. For
example, Intranet Master Service would be entered as Intranet\ Master\ Service

The filter allows the use of an asterisk (*) as a wildcard to represent zero or more characters. For example,
typing "net*" matches "net", "net.cfg", and "network".

Note: You can include the special configuration file “settings.cfg” to back up your global settings (System >
Global Settings), and the configuration file users to back up your local user settings (System > Users).

For example, to import all virtual servers, the monitor "Primary Database Monitor" and your global settings,
enter the following filter:

FIGURE 23 The Include Only filter for a partial backup import

Backup: Choose File zim_config_...02_1738.tar

VEeLVers

monitors/Primaryh Database'\ Monitor
settings.cfg
Include Only:

| Upload and review partial backup |

The following table lists the configuration identifiers you can choose to include:

Identifier Description

actionprogs Action Programs

actions Alerting Actions

activitymonitor Current Activity Graphing Data Settings
appliance Appliance Management
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Identifier Description

aptimizer/profiles

Web Accelerator Profiles

aptimizer/scopes Web Accelerator Scopes
auth Admin Interface / Admin Server Authenticators
authenticators TrafficScript Remote Authenticators

ApplicationFirewallC
onfig

Web Application Firewall Configuration

auth Authenticators
bandwidth Bandwidth Classes
cloudcredentials Cloud Credentials
custom Custom Configuration Sets

dnsserver/zonefiles

DNS Server Zone Files

dnsserver/zones DNS Server Zones

events Alerting Event Types

extra Miscellaneous Files

flipper Traffic IP Groups

groups User Groups

jars TrafficScript Java Extensions

licensekeys License Keys

locations Multi Site Management and Global Load Balancing Geographic
Locations

monitors Monitors

persistence Session Persistence Classes

pools Pools

protection Service Protection Classes

rate Rate Shaping Classes

rules TrafficScript Rules

scripts Monitor Scripts

services Global Load Balancing (GLB) Services

servlets Java Extension Servlets

slm Service Level Monitoring Classes

ssl/cas SSL Certificate Authorities

ssl/client keys

SSL Client Certificates/Keys

ssl/dnssec_keys

112
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Identifier Description

ssl/server keys SSL Server Certificates/Keys
supplementarykeys Supplementary License Keys
vservers Virtual Servers

zxtms Traffic Managers

Including the Web Application Firewall in a Partial Backup

Toinclude the Web Application Firewall (WAF) in a partial backup, you must also include the Global Settings file.
In addition, WAF must be enabled in your Traffic Manager configuration before you create the backup.

In other words, with WAF enabled, add the following to the Include Only filter in the “Export” section:

* settings.cfg
* ApplicationFirewallConfig

Equally, to import WAF configuration through the Partial Backups page, ensure you add both files to the
Include Only filter in the “Import” section.

ATTENTION

Restoring the “settings.cfg” file to your active Traffic Manager configuration in this way overrides all Global
Settings configuration, not just WAF-specific key values. Pulse Secure recommends creating a backup of this file
before restoring a copy of it through a partial backup.

Activity Monitoring
Several visual traffic monitoring tools allow you to keep track of the current and past activity on your system. To
access these tools, click the Activity button on the top bar of the Admin Ul

Activity > Current Activity

The “Current Activity” page shows you a real-time graph of the traffic activity on your system. You can
customize the data extensively.

You can choose some standard sets of data to plot, traffic values such as current bandwidth, number of
connections the Traffic Manager processes or hardware values such as free memory or spare CPU time. Much
of this information can be split by virtual server, by pool, or by node. You can also dictate the size of the graph,
the timescale, and choose between linear and logarithmic axes, or a pie chart. You can graph across all the
machines or one at a time.

When you have chosen your settings, click Plot Data to view the graph. You can also download the data as a
tsv (tab-separated variable) file for your own analysis.

To further customize the data on the graph, click the Change Data button. This takes you to the Current
Activity > Edit page where you can specify the data to plot.
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In the “Global Values” section you can choose statistics to monitor and plot for the system as a whole. The
“Virtual Server Values”, “Pool Values” and “Node Values” sections allow you to plot data split into individual
instances of these. You can view data transfer and connection counts as well as DNS and SNMP request data,
content compression and HTTP rewrites.

The “Service Protection Class Values” section allows you to plot information about requests rejected by service
protection classes. You can view data for all or a subset of your service protection classes, and split the data by
the reason for rejection, such as the connection count from a single IP address being too high or the request
containing disallowed content.

When you have chosen the settings to plot, you can save them to use again later. When you have finished, click
Apply.
Monitoring Performance Using SNMP

Simple Network Management Protocol (SNMP) is an open standard for network monitoring and management.
It can allow you to monitor devices on a network and gather performance data.

The Traffic Manager supports multiple SNMP versions: v1,v2c and v3.

The Traffic Manager allows you to monitor performance using an SNMP tool such as HP OpenView™. You can
extract information about the traffic flow for your own analysis.

Note: The Traffic Manager is also capable of sending asynchronous SNMP notifications, known as SNMP Traps.
For more details, see

To configure SNMP, click System > SNMP. Here you can download the relevant Traffic Manager MIB
(Management Information Base) for your chosen SNMP version. The MIB is a database of the information used
by SNMP, and comes in two SMI (Structure of Managed Information) versions:

SMIv1: for SNMPv1 clients only
SMIv2: for SNMPv2c and v3 clients only
Either click the link to view the MIB in your browser, or right-click to save the contents to a file on your

computer.

Common SNMP Settings
To enable SNMP, set snmplenabled to “Yes” and click Update.

You can configure common settings such as the port and bind IP address the SNMP service should listen on,
and the clients that should be allowed to access the service.

The standard port for SNMP is 161, but if you wish to use an unprivileged port then 1161 is a good alternative.
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SNMPv1 and SNMPv2c Settings

You can configure the following settings:

Setting Description

snmplcommunity In order to function correctly, the SNMP server must have a suitable
community string. This is the equivalent of a password, and identifies
authorized SNMP requests. It is not secure, as it is transmitted in the
SNMP request as plain text, so you should not use a sensitive secret as
the community string. The default value for many SNMP clients is
“public”. Since the Traffic Manager can restrict access to the SNMP
service, the strength of this secret is not a major concern.

Leaving the community string blank/empty will cause all SNMPv1 and
SNMPv2c commands to be rejected.

SNMPv3 Settings

This section allows you to specify the authentication and privacy settings for accepting and responding to
SNMPv3 commands.

Note: One ingredient involved in the generation of cryptographic keys from passwords is the so-called “Engine
ID". The Traffic Manager generates this value using a combination of the Zeus' enterprise OID (7146) and the
first MAC address on the machine it is running on. The correct Engine ID value for the Traffic Manager you are
connected to is displayed in this section.

All SNMPv3 communication is checked against the user settings that follow, and commands whose security
parameters do not exactly match are rejected. (However, snmpEngineID discovery messages, which are
never authenticated and which may be sent with an empty username, are permitted and responded to).

1. Zeus s the name of the product upon which the Traffic Manager was originally based.
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You can configure the following settings:

Setting Description

snmplusername This is the SNMPv3 user's username, required for all SNMPv3
commands and communication. If you set this to blank/empty, all
SNMPv3 commands will be rejected.

The Traffic Manager requires and permits a single SNMPv3 user
account to be defined. Authentication and privacy settings for this user
are defined according to the fields that follow, and are based on the
“User-based Security Model” described in RFC3414 (http://
www.ietf.org/rfc/rfc3414.txt).

snmplsecurity_level The SNMPv3 user's choice of whether to use authentication, and
whether to use privacy. SNMPv3 commands must obey this choice, or
they are rejected. SNMPV3 responses obey this choice.

Selecting Authentication here means that commands and
responses are cryptographically signed with a key derived from
snmplauth_password, and this signature is included in the message.
Incorrectly signed commands or responses are detected and rejected.
This is intended to prevent an imposter masquerading as a trusted
party, as long as the password remains secret.

Additionally selecting Privacy here means that parts of commands
and responses are encrypted using DES with a key derived from the
snmplpriv_password. This is intended to prevent an eavesdropper
from reading the content of messages, as long as the password
remains secret.

snmplhash_alg This is the SNMPv3 user's choice of cryptographic hash algorithm,
required for SNMPv3 commands and used for responses.

Supported hash algorithms are MD5 and SHA-1. See RFC 3414 for
details (http://www.ietf.org/rfc/rfc3414.txt).

If you set snmplsecurity_level to "No Authentication, No Privacy",
this setting is not used.

snmplauth_password The SNMPv3 user's password for authentication.

This is a shared secret; you should configure your SNMP client user
account with the same authentication password.

The authentication key for SNMPv3 communication is derived from
this password.

If you set snmplsecurity_level to "No Authentication, No Privacy",
this setting is not used.

snmplpriv_password The SNMPv3 user's password for privacy (message encryption).

This is a shared secret; you should configure your SNMP client user
account with the same privacy password.

The privacy key for SNMPv3 communication is derived from this
password. Re-using your authentication password here is not
recommended for security reasons.

If you set snmplsecurity_level to "No Authentication, No Privacy", or
"Authentication only", this password is not used.
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Custom Performance and Event Monitoring

The counter.increment () TrafficScript function is used to increment one of 10 built-in counters.
You can retrieve the values of these counters using SNMP, and you can graph them in the Activity Monitor.
These counters can be used to record custom events that you detect using TrafficScript. For example:

If you perform authentication in a TrafficScript rule, you could count the number of authentication
failures.

If a particular class of request is particularly resource heavy, you could chart the number of times that
request is made.

If you perform security checking, for example, for a known Web worm signature, you could count and
chart the number of times the signature was found.

You can increase the number of built-in SNMP counters by changing the snmp_user_counters value located
in System > Global Settings > Other Settings.

Activity > Historical Activity

By default, the Traffic Manager records system activity for the past 90 days. To change the number of days for
which data is stored, click System > Global Settings > Other Settings and modify the number stored in
statdldays. A value of 0 instructs the Traffic Manager to keep data indefinitely.

To view historical system activity, click Activity > Historical Activity.

Select a graph of hits per minute or bits processed per second, displayed by virtual server, pool, or node. The
Traffic Manager offers a range of timescales for the data you want to plot from 1 hour up to 1 year, although
the options available are affected by the value set in statd!days.

Choose to plot data for all virtual servers, pools, or nodes in the system, or for a selected subset. Choose also
the chart size and axis type.

Click Plot Data to view the graph using the current setting. You can also download the data as a ".tsv" (tab-
separated variable) file for your own analysis.

Activity > Map
The map provides a view of the geographic origin of requests being handled by your traffic management
system.

The map is designed to be interactive and tools are provided to move around and zoom into a level of detail
required for your infrastructure. You can center the map on a geographic location of your choice by holding
down the left-hand mouse button and dragging the map to your required destination.

Each small dot that appears on the map represents a user who has issued a request for a particular service.



Activity > Connections

Note: This functionality described in this section is individually license-controlled. Some licenses provide a Basic
functionality mode only, with simple connection information, fewer customization options and a single filter. A
Full mode that supports all the features described here is available under the “advanced real-time analytics”
license option. Contact your support provider if you wish to purchase this option.

Basic Mode

The Connections page gives you the ability to monitor current and recent connections being handled by the
Traffic Manager, in date order (most recent first). This is a snapshot of connections from a point in time, where
all connections after that time will not be displayed until the Refresh Snapshot button is pressed.

You can show and hide field columns using the [+] button in the top left of the connections table. This displays
a drop-down list of fields that the table is currently displaying. Clicking on each field in this list toggles it
between being displayed or hidden.

A simple filter can be applied to the displayed data to show connections only to a specific node (the “To”
column). This is a single-field version of the filter functionality available in the Full mode. Refer to the usage
instructions described next.

Full Mode

In this mode all of the above features are present, with additional connection detail and customization now
available. You can apply a sort to the displayed data by clicking on the column heading you wish to sort by. A
small arrow next to the sorted column indicates the direction of sort. You can toggle this between ascending
and descending by clicking on it.

In addition to the node filter, you can now filter the connections by any field or data in the table. This can be
achieved via the drop-down box in the filter section at the top of the page, or by clicking directly on one of the
data values in the table. This second method produces an in-line “add filter” dialog that allows you to filter
away all connections that do not share the value of the selected field.

For example, suppose you want to see requests that originate from a specific IP address and port that result in
an HTTP response code of 200. First click the IP address you wish to use in the “From” column. A filter popup
will appear, populated with the selected IP:

FIGURE 24 Adding a filter to the "From" column

|:| Traffic Manager From To VS Pool Resp. Code Request
£  coeus.cam.zeus.com 10.100.1.14:37077 92.52.65.222:80 website website 200 Jfavicon.ico
# coeus.cam.zeus.com 10.100.1.14:37074 ©92.52.65.213:80 website website 200 Jassets/img/bullet.gif
‘ From 10.100.1.14:37074 (x) | /assets/default/Site/en/images/tri/triboo.gif
- A - Jassets/default/Site/en/images/gil/ gilt.gif
£ coeus.cam.zeus.com 10.100.1.14:37076 92.52.65.222:80 website website 200 Jassets/default/Site/en/images/dom/dominos.gif
£ coeus.cam.zeus.com 10.100.1.14:37074 92.52.65.213:80  website website 200 /assets/default/ Site/en/images/ vir/ virgin.gif
# coeus.cam.zeus.com 10.100.1.14:37072 92.52.65.222:80 website website 200 /
# coeus.cam.zeus.com 10.100.1.18:3636 212.58.246.93:80 intranet test 301 /
£ coeus.cam.zeus.com 10.100.1.18:3620 212.58.246.93:80 intranet test 301 /
# coeus.cam.zeus.com 10.100.1.18:3499 212.58.246.92:80 test test 301 /
# coeus.cam.zeus.com 10.100.1.18:3438 212.58.246.92:80 test test 301 /

Click the Filter button to apply the described logic. This filter is added to the “Active Filters” display at the top of
the page. Now click the value “200" in the “Resp. Code” column and apply a filter to this. You should now see
only the desired connections.



Pulse Secure Virtual Traffic Manager: User's Guide

FIGURE 25  Active connection filters

Connection Filters

Filter Remove
Active Filters: | From v | [equals ] [10.100.1.14:37074 @
| Response Code v | [equals | 200 a
Add Filter: Select field to filter... x
Update filters || Clear filters Showing 5 connections
El Traffic Manager From To Vs Pool Resp. Code Request
» coeus.cam.zeus.com 10.100.1.14:37074 92.52.65.213:80 website website 200 Jassets/img/bullet.gif
£ coeus.cam.zeus.com 10.100.1.14:37074 92.52.65.213:80 website website 200 Jassets/default/Site/en/images/vir/ virgin.gif
£ coeus.cam.zeus.com 10.100.1.14:37074 92.52.65.213:80 website website 200 Jassets/img/divider.gif
# coeus.cam.zeus.com 10.100.1.14:37074 92.52.65.222:80 website website 200 [assets{img/logo.gif
» coeus.cam.zeus.com 10.100.1.14:37074 92.52.65.213:80 website website 200 Jassets/default/ Sitefen/css/main.css

Adjustments can be made to the active filters by making a change and then clicking the Update Filters button
to redisplay the connection data. To remove a filter, tick the checkbox next to the criteria that you want to
remove, and click Update Filters. All filters can be removed by clicking Clear Filters.

The Refresh button can be used to update the results snapshot, and the Download button provides a .tsv
(tab separated value) file of the results for analysis in other applications.

Furthermore, clicking on the magnifying glass icon to the left of each line provides additional details for a
specific connection:

Section Description

Request tracing This section gives you a timeline of internal connection processing
events. This can show you how long the entire request took, how much
of that time was spent processing TrafficScript rules, and other useful
information.

This information will recorded only if the request_tracing!enabled
key is enabled for the virtual server that processed the connection. For
further information, see “Connection Analytics” on page 48.

Request details This section shows you all of the request headers that the request
contained.
Response details This section shows you all of the response headers (including those

that may have been added by TrafficScript or verbose cache logging).

Note: You canincrease the size of the Connections snapshot using the System > Global Settings page; look in
the “Logging” section for the recent_conns key.

Activity > Draining Nodes

If you want to remove a node from the system, for instance for maintenance or upgrade, you can set it to
“drain”. The node will continue to handle any existing sessions, but the Traffic Manager will not send it any
more connections. The “Draining Nodes"” section shows information about any nodes you are currently
draining.

For each draining node, the page shows the time since the last connection, and the current number of active
connections. You can update the information by clicking Reload This Page.

© 2019 Pulse Secure, LLC. 119



Pulse Secure Virtual Traffic Manager: User's Guide

When all the active sessions have expired, it is safe to remove the node; you can do this via the Pools > Edit
page or use the Remove a Node wizard.

For further information, please refer to the description of node draining in the “Draining, Disabling, or
Removing a Node” on page 69.

Activity > View Logs
Virtual servers may be configured to log all transactions to a Request Log. In the Virtual Server > Request

Logging page (see "Request Logging” on page 50), you may configure what information is logged, and where
the log files are written to.

The Activity > View Logs page allows you to watch the request logs in real-time as records are appended to
them.

Note: Traffic Manager virtual and cloud instances are self-contained and have a dedicated, self-managed log
partition. Log files are stored in this partition, archived and deleted automatically. You do not need to configure
the location where request log files are stored.

Note: Log files can be viewed using the Activity > View Logs page, and can be downloaded using the Activity
> Download Logs page. You can also use the Traffic Manager “Control API" to download and manage log files
on Traffic Manager virtual/cloud instances.

Exporting Analytics to a Remote Service
Note: This feature is license-dependent. See your support provider for more details.

Your Traffic Manager cluster can export metadata for transactions handled by your virtual servers, and stored
log data, to an external source for offline analysis.

Transaction metadata is information about individual transactions processed by the Traffic Manager, such as
an HTTP request or the communication between a client and server over a generic TCP connection.

This information can provide detailed visibility into the health and efficiency of the services running on your
cluster, or to facilitate debugging in the event of unexpected service behavior.
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FIGURE 26
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The Traffic Manager allows you to remotely stream the following data types:

Metadata for all transactions handled by a virtual server and recorded on the Activity > Connections

page.

A configurable set of log files stored on the Traffic Manager cluster.

SNMP counters

Note: SNMP counters are available to any SNMP-ready service as a standard method of monitoring the activity
of your Traffic Manager, and not strictly a configurable part of the analytics export capability. For more

information on SNMP, see “Activity Monitoring” on page 113.

To receive the analytics data exported from a Traffic Manager, your endpoint should employ an analytics
service that supports ingestion of data in JSON format through TCP streams (for transaction metadata) and
POST requests (for log data). You configure the Traffic Manager with the IP address and port on which the
analytics service is listening, and the URL to which exported log data is sent.

To configure transaction analytics and log data export settings, click System > Analytics Export.

For settings that control exporting transaction metadata, use the "Transaction Metadata" section. For settings

that control exporting log data, use the "Log Files" section.

Note: Analytics Export settings are shared with every Traffic Manager in the same cluster. Consequently, any
changes you make to one cluster member are automatically replicated out to all other members.
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Configuring Export Settings for Transaction Metadata Records

The Traffic Manager maintains a series of long-lived TCP connections to the endpoint, with each connection
managed by an internal data-plane process. The data-plane processes handle incoming transactions with the
Traffic Manager and stream corresponding metadata records in JSON format, separated by newline characters,

to the endpoint.

If a connection to the endpoint fails for any reason, all unsent metadata records are typically dropped. The
Traffic Manager maintains an SNMP counter to track the number of records that it was unable to export.

Use the Transaction Metadata settings to configure how the Traffic Manager exports transaction metadata

records to the defined endpoint.

FIGURE 27 Transaction Metadata export settings
¥ Transaction Metadata
These settings control how metadata about transactions processed by the traffic manager is exported.

View JSON Schema for transaction metadata

Export metadata about transactions processed by the traffic manager to an external location.

transaction_exportlenabled: Yes * No Default: No

The endpoint to which transaction metadata should be exported. The endpoint is specified as a hostname or IP address
with a port.

transaction_exportlendpoint:

Whether the connection to the specified endpoint should be encrypted.

transaction_exportltls: ® Yag Mo Default: ves

Whether the server certificate presented by the endpoint should be verified, preventing a connection from being
established if the certificate does not match the server name, is self-signed, is expired, is revoked, or has an unknown CA.

transaction_exportitls_verify: ® yeg No Default: ves

To view the JSON schema the Traffic Manager uses when streaming transaction metadata, click View JSON
Schema for transaction metadata. Use this schema to configure your analytics service with the structure of

metadata records it should expect.
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The Transaction Metadata section contains the following configuration keys:

Key Description

transaction_exportlenabled Enables the cluster-wide connection to the external endpoint
configured in transaction_exportlendpoint.

If enabled, the Traffic Manager exports metadata for all transactions
handled by virtual servers on which the equivalent setting is enabled. If
disabled, the Traffic Manager exports no transaction metadata
regardless of individual virtual server settings.

To view and modify individual virtual server export settings, see
“Exporting Transaction Metadata” on page 49.

transaction_exportlendpoint | The endpoint to which the Traffic Manager sends analytics data.

Use the format <hostname>:<port> where <hostname> is a hostname
or IPv4/IPv6 address, and <port> is a port number. Literal IPv6
addresses must be enclosed in square brackets. For example,
"[fe80::11:5000". If you specify a hostname, the Traffic Manager uses
this as the Server Name Indication in the TLS handshake.

Note: The endpoint must be configured to receive JSON events
through a TCP socket. It is not an HTTP endpoint.

transaction_exportltls Enables TLS encryption for the connection to the endpoint.

If enabled, the settings contained in System > Global Settings >
SSL Configuration are applicable to the connection.

Note: Transaction metadata records might contain confidential or user
identifying information, depending on the application. To maintain
confidentiality on production systems, make sure the connection to the
analytics service is encrypted and verified (see also
transaction_export!tls_verify). Pulse Secure strongly recommends
disabling TLS encryption only for testing in a development
environment.

transaction_exportltls_verify | Enables verification of the endpoint's TLS server certificate against
Certificate Authority (CA) certificates present in the Traffic Manager's
"Certificate Authorities and Certificate Revocation Lists" catalog.

This setting ensures the Traffic Manager disallows server certificates
that do not match the server name, are self-signed, expired, revoked,
or have an unknown CA.

For additional per-service configuration, use the Connection Analytics section on the desired virtual server Edit
page. Use these settings to disable or limit analytics exporting for specific virtual servers, and thus to limit the
overall volume of data exported by the Traffic Manager. For more information, see “Exporting Transaction
Metadata” on page 49.

Configuring Export Settings for Log Files
Use the Log Files section to configure how the Traffic Manager exports log data to the defined endpoint.

© 2019 Pulse Secure, LLC. 123



Pulse Secure Virtual Traffic Manager: User's Guide

FIGURE 28  Log Files export settings
¥ Log Files
These settings control which log files should be exported, and how entries from those log files should be exported.

Maonitor log files and export entries to the configured endpoint.

log_exportienabled: Yes ® No Default: Mo

The URL to which log entries should be sent. Entries are sent uslng HTTP(S) POST requests.
log_export!endpoint:

Log file categeories currently configured to be exported
Admin Server Access

Application Firewall

o«
Audit Log o
Event Log o

Process Monitor

Routing Software

System - authentication log
System - syslog

Choose Log Files to export

The HTTP authentication method to use when exporting log entries.

® MNone

Basic (Username and Password) ...

log_export!authlhttp:

Splunk (HEC token) ...

Whether the server certificate should be verified when connecting to the endpoint. If enabled, server certificates that do

not match the server name, are self-signed, have expired, have been revoked, or that are signed by an unknown CaA will
be rejected.

log_export!'tls_verify: 8 Ypg MNao Default: ¥es

The number of seconds after which HTTP requests sent to the configured endpoint will be considered to have failed if no
response is received. A value of e means that HTTP requests will not time out.

log_exportirequest_timeout: |30 seconds Default: 30

The Traffic Manager provides a summary list of log file categories currently included or excluded from the
export set. To configure the list of log file categories, click Choose Log Files to export.
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The Log Files section contains the following configuration keys:

Key Description
log_exportlenabled Enables the connection to the configured endpoint for log file
exporting.

If enabled, log data is sent over HTTP connections to the endpoint URL
contained in log_export!endpoint.

Before you enable log file exporting, review the list of log file categories
to be exported from the Traffic Manager. For more information, see
“Selecting Log File Categories to Export” on page 125.

log_exportlendpoint The URL of the endpoint to which the Traffic Manager sends log data.

The endpoint must be an http or https based URL configured to
receive HTTP post requests containing one or more JSON encoded
events.

log_exportlauthlhttp The type of HTTP authentication the Traffic Manager should use with
its connection to the endpoint.

Choose one of the following methods:

"None": Use no authentication method.

"Basic": Use HTTP basic authentication. Specify the required
credentials in log_export!authlusername and
log_exportlauth!password.

"Splunk™: Use an HEC token for HTTP authentication with a
Splunk® server. Specify your token in
log_exportlauth!hec_token.

log_exportltls_verify Enables verification of the configured endpoint's TLS server certificate
against Certificate Authority (CA) certificates present in the Traffic
Manager's "Certificate Authorities and Certificate Revocation Lists"
catalog.

This setting ensures the Traffic Manager disallows server certificates
that do not match the server name, are self-signed, expired, revoked,
or have an unknown CA.

log_exportlrequest_timeout The time limit, in seconds, after which the Traffic Manager considers
the connection to have failed.

Use this setting to specify a time limit for the Traffic Manager to
process each POST request. This can be useful to detect a malfunction
in the analytics service operating at the endpoint.

To specify no limit, use a value of O.

Selecting Log File Categories to Export

Use the Log File Export Categories page to include, exclude, or modify the categories of logs contained on your
Traffic Manager as part of the export set.

A log file category corresponds to a set of related log files stored on the Traffic Manager system. As standard,
the Traffic Manager provides several built-in log categories applicable to all product variants.
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FIGURE 29 Select which log file categories to export

Log File Log File Export Categories Unfold All / Fold All
Export

A log file export category manages a set of related log files that can be exported by the traffic manager. Some categories of
log file are exported only on appliance platforms.

- i Admin Server Access (Built-in) Edit
The Administration Server access log.

>  Application Firewall (Buift-in) Edit
Log files from all application firewall processes.

> v Audit Log (Built-in) Edit

The traffic manager audit log.
» + Event Log (Built-in) Edit
The traffic manager event log.
P i Process Monitor (Built-in) Edit

Log files maintained by the traffic manager's internal health montior.

» ¢ Routing Software (Built-in, Appliance) Edit
Log files generated by the traffic manager's OSPF and BGP routing software.
P i System - authentication log (Built-in, Appliance) Edit

The operating system's authentication log.

- i System - syslog (Built-in, Appliance) Edit

The operating system’s syslog.

Create new log file export category

MName:

Create Category

Each item in the list marked "Built-in" represents a standard Traffic Manager log export category. The tick icon
refers to those logs marked to be included in the export set. The cross icon indicates a log that is currently
excluded.

Atag of "Appliance" after the log name indicates a log category that is exported only for Traffic Manager
appliance variants.

To export additional log categories, perhaps belonging to other processes running on the same system as the
Traffic Manager, add a new log type in the "Create new log file export category" section. Then, configure the log
location on the Log Export Category edit page.

Editing Log Export Categories
To include or exclude a log category from the export, or to set other configurable details, click Edit alongside
the log name to edit the log export category properties.
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The edit page contains the following configuration keys:

Key Description

enabled Includes this log category in the export set.

appliance_only Export this log category only for Traffic Manager appliance variants.

files The set of glob patterns to select the log file and any rotated (historic)
versions the Traffic Manager should include in the export set.

note A free text description for this log category.

history How much historic activity for this log should the Traffic Manger export.

Use one of the following values:

"Do not export any historic entries": Ignore all historic
activity logs and use only current activity logs in the export.
"Export all historic entries": Include all current and historic
activity logs in the export.

"Export recent historic entries, according to the
history_period setting": Include historic activity up to the
number days set in history_period.

Configuring Metadata Tags for Log Records
Use the Metadata section to define a set of machine-readable name/value pairs to be appended to the
records sent to the endpoint for this log category.

Edit your metadata tags to suit the requirements of the remote analytics service. To ensure the output of each
log category is individually identifiable, make sure each log category has a unique set of metadata tags defined.
Otherwise, the analytics service cannot determine which records belong to which group of log files. Refer to
the documentation for your analytics service to determine which record tags might be needed.

The Traffic Manager supports nested metadata tags to implement grouping of related data objects. To nest
your tags, use a period (.) as the separator, as in the form "<first part>.<second part>.<third part>.<etc.>". For
example, "fields.format".

The Traffic Manager additionally supports two special macros which, when specified in your metadata tag
values, are replaced in the log records with the corresponding identifier:

%cluster_id%: the identifier for your Traffic Manager cluster.

%instance_id%: the identifier for the Traffic Manager instance that recorded the log entry.
Built-in log categories include a number of predefined metadata tags by default. These tags are optional and
can be removed by selecting the Remove checkbox adjacent to each tag. Click Update to complete the action.

The predefined tags are:

source: a text name that describes the source of the log, used to facilitate searching for records in the
analytics service. For example, "eventlog" identifies entries exported from the Traffic Manager's Event
Log.
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sourcetype: a text definition of the log format, used by the analytics service to guide parsing and
extraction of fields. For example, "zxtm_event_log" indicates that the information contained in the main
"event" parameter of the exported records is in the format of the Traffic Manager's Event Log.

Cloud Credentials

When using Traffic Manager software in a cloud environment, the Traffic Manager might require authentication
credentials in order to make API calls to the cloud provider. Primarily, pools set to use autoscaling will require
API credentials to enable the scaling mechanism within the cloud. This section allows you to record such
credentials in a catalog object, based on the requirements of the chosen cloud provider API. For more details
about pool autoscaling, see “Autoscaling” on page 71.

The Traffic Manager provides a number of built-in cloud API's upon which to base your credential set:

VMware vSphere
Amazon EC2
Rackspace Cloud

Additional custom cloud APIs can be added by uploading appropriate executable scripts through the Catalogs
> Extra Files facility. Refer to the Traffic Manager section of the Pulse Community website (https://
community.pulsesecure.net) for further details.

To create a new set of cloud credentials:

1. Click Catalogs > Cloud Credentials.
Enter a name in the Name field.

Select the Cloud API you wish to use.

oW

The remaining fields differ depending on the API chosen. They typically include an ID, password/
passcode, and additional authentication information.

5. Click Create Cloud Credentials.

The table below provides details for each of the fields presented when you create a new set of credentials:

Setting Description

Name The name used to identify this set of credentials within the Traffic
Manager's configuration.

Cloud AP The selected cloud provider API.
ID / Name (cred1) The username or ID of the cloud provider account to be used for API
calls.

Auth Key / Password (cred2) | The password associated with the username/ID.

Token / Server (cred3) Some cloud providers also require an authentication token or
additional item in order to make API calls. VMware vSphere requires a
vCenter hostname/IP to accept API calls. This extra information can be
specified here.
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Setting Description

update_interval The Traffic Manager periodically queries the cloud provider for the
status of all instances running on behalf of the user. This is necessary
in order to be up-to-date when nodes are added or removed by
external systems. The update_interval determines how often (in
seconds) these status calls are made. Note that some clouds impose a
limit on the number of such calls that can be made per minute.

change_process_timeout The maximum amount of time (in seconds) a change process can take.
For example, when a request is made to the cloud API for node
creation/destruction, this setting specifies how long to wait for the
request to complete.

IAM Roles in Amazon EC2 Credentials

Amazon EC2 instances use Identity and Access Management (IAM) roles in place of locally stored credentials.
IAM roles are required for deployments that use Traffic IP addresses, auto-scaling, or appliance network
management.

When you launch a new virtual machine instance in Amazon EC2, you specify the IAM role you want the
instance to assume.

For more information on IAM roles, including how to create and manage roles, see the AWS documentation at
http://aws.amazon.com/documentation/.

The Pulse Secure Virtual Web Application Firewall
Pulse Secure Virtual Web Application Firewall (vWWAF) is an enterprise-level Web Application Firewall that
provides attack detection and protection for the latest generation of mission-critical Web applications.

It enables centralized security monitoring, reporting and alerting and provides custom protection for your Web
applications and infrastructure against external attacks.

Note: This is an optional capability of the Traffic Manager that is only activated through the appropriate license
key upgrade. Contact your support provider for more details.

Overview
VWAF is an optional component of the Traffic Manager. Once licensed and enabled in your cluster, it becomes
fully integrated into the overall capability of the Traffic Manager software.

The Traffic Manager provides the infrastructure and overall control of your Web services, passing traffic to the
VWAF when instructed to do so.

This chapter provides an overview of the VWAF and how it interacts with the Traffic Manager. For full
instructions on configuring and using the VWAF, see the Pulse Secure Virtual Web Application Firewall: User Guide
and on-line help.

© 2019 Pulse Secure, LLC. 129


http://aws.amazon.com/documentation/

Pulse Secure Virtual Traffic Manager: User's Guide

Enabling the VWAF

ATTENTION
Do not enable the VWAF component on a mixed cluster of software and non-software instances of the Traffic
Manager. This configuration is not supported.

To use the VWAF, obtain a suitable license key from your support provider. Once you have installed the new
license, the Traffic Manager activates the System > Web Application Firewall page in the Admin Ul. Use this
page to enable, disable, and configure the VWAF component.

As with other configuration changes, enabling or disabling the VWAF on one Traffic Manager in your cluster
automatically causes all other cluster members to make equivalent changes to their configuration.

VWAF Features in the Traffic Manager Admin Ul

To control and configure the VWAF, use the button provided in the Traffic Manager navigation bar. This button
operates as a toggle between the Traffic Manager and VWAF user interfaces.

Note: You must enable the VWAF component to make this button visible.

FIGURE 30  Links between the main Traffic Manager and VWAF navigation bars

1 Home | ) Services [[] Catalogs £ Diagnose [ Activity / Sys O Web Application Firewall \\ Wiz Irds ¢ Help

Last successful login by admin: never.
Failed login attempts since then: none.

SECU I'@* web Application Firewall I

{7} Home {5 Application Control ~ §€ Administration O My Profile Virtual Traffic Manager | Dajhboard | Documentation

There are additionally a number of features in the main Traffic Manager Admin Ul that govern vVWAF
communication and behavior:

The System > Web Application Firewall page contains sections to enable and disable the VWAF
component. It also contains low-level VWAF settings, including what network ports it uses and the
number of processes it runs.

A "Restart Web Application Firewall..." button is added to the Software Restart section of the System >
Traffic Managers page. Certain configuration changes might require a restart of the VWAF without
requiring the Traffic Manager itself to be restarted.

The “Basic Settings” section of the Services > Virtual Servers > Edit page contains a control to enable
or disable the VWAF for each of your HTTP services.
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The Rules catalog contains a new built-in TrafficScript rule, "Application Firewall Enforcer”, that the
Traffic Manager uses to maintain communication with the VWAF service.

The Traffic Manager provides status messages in its event and audit logs relating to the VWAF service,

particularly pertaining to its current running state. Any software stops, starts and restarts are recorded,
along with specific configuration key changes and monitor errors. The VWAF also maintains its own local
event log for attack and other event information relating to the security of your services. You can view

this log through the vVWAF Admin Ul. See the Pulse Secure Virtual Web Application Firewall: User Guide for
further information.

A VWAF configuration section is present on the Diagnose page, which provides more detailed
descriptions of any firewall problems that occur within your cluster. Should communication between
the Traffic Manager and the VWAF be interrupted for any reason, the Status Applet shows that an error
has occurred. Click on this error indicator to access the Diagnose page where you can see which
particular problem has occurred and determine the appropriate action to remedy the situation.

The System > Web Application Firewall Page
This page contains configuration options for VWAF performance and communication.

Note: During normal operation, you do not need to modify any of the settings in this section. The descriptions
given here are for information only.

The VWAF requires a dedicated base port for communication between the Decider process and the Enforcer
TrafficScript rule.

FIGURE 31 The Decider settings
Y Application Firewall Decider Settings
This section allows you to configure the application firewall Decider processes.

The number of Application Firewall decider process to run.

Decider Processes: |2

The port to which the Enforcer rule should send traffic so it can be distributed between the decider
processes.

Decider Port: 11008

The factory default port is suitable for the majority of deployments, but you can specify a different value if this
port is unavailable on your system. The VWAF restarts automatically if you change the settings on this page.

Use the "Decider Processes" setting to tune the performance of the VWAF according to the number of CPU
cores available on your system. To handle more traffic and thus improve the performance of your system,
increase this value to instantiate additional Decider processes, up to a maximum of 64. However, running
more processes than there are free resources can inhibit performance and degrade the service. In these
circumstances, reduce the number of processes to help increase overall system performance.

Pulse Secure recommends that you set the number of decider processes to be the same as the number of
CPU cores available on the server with the fewest CPU cores in your Traffic Manager cluster. For example, if
you have two Traffic Managers in your cluster, one with four CPU cores and one with two CPU cores, set the
number of decider processes to 2.
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FIGURE 32 Additional communications ports
¥ Local Application Firewall Ports

This section allows you to configure additional ports used by the application firewall on this machine, this
might be necessary to avoid port conflicts with existing services. To change these settings on another
cluster member, you must log in to that cluster member's Administration Server

The base port from which the Application Firewall decider processes should run. Ports will be used
sequentially above this for each additional decider process that runs.

Internal Decider Base Port: 14000

The Application Firewall Administration Server port, this port is only open on localhost.

Admin Server Port: 11001

The Application Firewall XML Master port, this port is used on all IP addresses.
Admin Master Port: 11000

The Application Firewall XML Slave port, this port is used on all IP addresses.
Admin Slave Port: 11002

The Application Firewall Updater GUI Server Port, this port is used on localhost only.
Updater Admin Server port: 11006

The Application Firewall Updater External Control Center Port, this port is used on localhost only.
External Updater Control Center Port: | 11005

The Application Firewall Updater GUI Backend Port, this port is used on localhost only.
Internal Updater Control Center Port: | 11004

The Application Firewall REST Internal API port, this port should not be accessed directly

Internal REST API Server Port: 11003

The Application Firewall internal communication base port. The Application Firewall will use ports
sequentially above this for internal communication. These ports are bound only to localhost.

Internal Communication Base Port: 10000

The VWAF requires a number of other ports for internal communication purposes. Under normal
circumstances, you do not need to modify these default values. However, to resolve port number clashes,
change the required port settings to alternative values on this page.
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The Enforcer and Decider

FIGURE 33 The Traffic Manager's Enforcer TrafficScript rule forwards requests to the default local port 11008 for
inspection by the Decider service. The Decider returns a "Permit" or "Deny" decision and the
Enforcer rule applies the decision.

9090 Managed from the Admin Ul: -9090 Managed from the Admin Ul
: https://<hostname>:9090/apps/zxtm : https://<hostname>:9090/apps/afm
“Enforcer” 11008 S g;f‘ "Decider” service listens
Rule .~ oninternal port 11008
L
Traffic Manager Web Application Firewall

The “Enforcer” is a built-in TrafficScript rule (entitled "Application Firewall Enforcer") that enables
communication between the Traffic Manager and the VWAF. It captures all HTTP requests and responses and
forwards them to the “Decider” service running on the VWAF for further consideration.

The Decider uses a set of rules stored in a configuration database to evaluate HTTP requests and to make
decisions on the actions to be carried out. The Enforcer then implements these decisions whereby each
request or response is accepted, modified or denied as appropriate.

For more information on the Enforcer rule, see

The Enforcer Rule

The Traffic Manager communicates with the VWAF via the TrafficScript rule system, applying certain logic to the
requests and responses generated by traffic to and from your Web applica When you enable the VWAF, a
special rule entitled "Application Firewall Enforcer" (the Enforcer) is created to instruct the Traffic Manager to
forward HTTP traffic to the Decider service. To attach this rule to your virtual servers, enable the Web
Application Firewall setting on the Virtual Server > Edit page.

You cannot enable, disable, remove, or edit the Enforcer rule in the same way as other rules, but you can
move it to alter the TrafficScript rule execution order. This is useful if you need to process requests or
responses first. For example, you might have an additional rule that whitelists certain requests ahead of
executing the Enforcer, as per the following TrafficScript:

connection.data.set( "enforcer.whitelist", 1 );
Like other rules, the Enforcer resides in the Rules Catalog. While you cannot delete the Enforcer rule, you can

use the Save As functionality to create a copy.

Note: Such copies look like, and provide the same options as, the original Enforcer rule. However, you should
use them like traditional rules. In other words, you assign them to virtual servers, pools and rules in the normal
way. Only the original Enforcer rule is assigned using a virtual server's Web Application Firewall setting.

You can also set a number of configurable data items for the Enforcer. Click the rule name, or the Edit link, to
access its settings page. The actual TrafficScript text is not immediately visible - click the Rule text link to
display it. Note that it is in a binary format and is only partially human-readable.



The top of the rule text shows a number of configurable parameters. The Traffic Manager automatically
updates the rule text with any modifications you make:

allowonerror: Set to 1 to allow all traffic if the Decider is un-contactable. (default: 0)
backend_timeout: The number of seconds to wait for the Decider before timing-out. (default: 5)

bypass_enforcer_max: Set to O to block requests larger than enforcer_max_body_size from bypassing
the VWAF. (default: 1)

bypass_file_types: A space separated list of file extensions to exempt from the VWAF. (default: "css js
png jpg gif")

debug: Set to 1 to enable debugging mode. Use this option to provide a more verbose error output to
assist in tracking down problems. (default: 0)

discard_on_reject: Set to 1 to close rejected connections without sending an error message.

enforcer_max_body_size: The maximum body size, in bytes, that the VWAF processes. Requests larger
than this limit are blocked or bypassed depending on the setting of bypass_enforcer_max. (default:
2097152)

Note: You should not normally need to modify these settings. Doing so may inhibit the ability of the rule to
function correctly, so only proceed if you are fully aware of the consequences.

User Management

The Traffic Manager maintains user and group access with the VWAF. It creates a new VWAF user with the same
level of authorization as a member of the “admin” group in the Traffic Manager Admin UI". Performing usual
administrative tasks does not require additional access privileges or login processing. Click Logout in either Ul
to log the user out of both applications.

ATTENTION
If you delete a user from the Traffic Manager, it is not automatically removed from the VWAF. An administrator

must perform this step manually.

Members of other user groups in the Traffic Manager, such as “Demao” or “Monitoring”, only gain access to the
various VWAF Ul features if the correct permission settings exist on the System > Users > Groups > Edit
Group page. The Traffic Manager provides settings in the System section for this purpose:

Application Firewall: Controls access to the System > Web Application Firewall page in the Traffic
Manager Admin Ul

Application Firewall > Administration: Controls access to the VWAF Admin Ul (through the toolbar
button shown earlier).

Note: You can override the automatic admin user creation mechanism by pre-defining user accounts in the
VWAF Admin Ul (if, for example, you want to specify limited access, or use a non-admin group). A user with the
same name on the Traffic Manager will then have only the desired access in the VWAF Admin Ul.

1. Specifically, a VWWAF user record is not created UNTIL you first access the vWAF Admin Ul from the Traffic Manager
Admin Ul. If the username already exists, no new user is created and the existing user record is used instead.
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Updating Your Software

The VWAF includes a capability known as the Updater that is responsible for handling updates to the VWAF
software component. You can access the Updater through the Administration > Cluster Management tab of
the vVWAF Admin Ul. See the Pulse Secure Virtual Web Application Firewall: User Guide and on-line help for more

information.
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TrafficScript Rules

This chapter describes TrafficScript rules, including how to create new rules and apply them to your services. It
contains the following sections:

OV IV BW . .« ot 137

Using a Rule on the Traffic Manager ........... i i 140

EXample RUIES . . e 144
Overview

Note: Some variants of the Traffic Manager do not support TrafficScript rules or XML capabilities, or have limited
support (RuleBuilder only). Full support can be obtained through a software or license key upgrade.

The Traffic Manager section of the Pulse Community Web site contains a large amount of examples and
documentation describing how to use TrafficScript rules to solve a range of network and application problems.
See https://community.pulsesecure.net for more information.

You can customize the Traffic Manager using your own traffic management rules. These rules are created using
a scripting language called TrafficScript.

The Traffic Manager executes TrafficScript rules whenever it receives a new connection or network request,
whenever it receives a response from a node, and at the logical completion of a transaction. The rules can
inspect the incoming and outgoing data in the connection, and other aspects such as the remote client
address.

Note: TrafficScript rules can use regular expressions to search, match, and substitute data. Before using regular
expressions in your rules, read and understand the security considerations in “Using Regular Expressions” on
page 344.
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FIGURE 34 Analyzing, modifying and monitoring traffic using TrafficScript rules
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A TrafficScript rule can modify the request or response (for example, rewriting the URL or headers in an HTTP

request), set session persistence parameters, selectively log transactions, or inform the Traffic Manager how to
route the request to the most appropriate pool.

This makes it possible to control precisely how the Traffic Manager manages your traffic by using rules
designed to meet your own hosting requirements.

TrafficScript Example
The following TrafficScript rule can be used with HTTP requests. It handles the request as follows:

Requests for “www.example.co.uk” are rewritten to “www.example.com”.

Requests for .jsp pages are routed to a set of application servers (the pool named “JSPServers”).
Requests for URLs beginning “/secure” are only allowed during office hours.

# Rewrite host header if necessary
if( http.getHostHeader () == "www.example.co.uk" ) {
http.setHeader ( "Host", "www.example.com" );

}
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Spath = http.getPath{();

# Give .jsp requests to the "JSPServers" pool
if( string.endsWith( S$path, ".Jjsp" ) ) {
pool.use( "JSPServers" );

}

# Deny access to /secure outside office hours
if( string.startsWith( $path, "/secure" ) ) {
if( sys.time.hour() < 9 || sys.time.hour() >= 18 ) {
connection.discard() ;
}
}
The next rule can be used with HTTP responses. It processes the response as follows:

+ If the status code is 404 or 5xx, retry the request a maximum of three times.

+ Ifthe response contains references to www.example.co.uk, rewrite it by changing these references to
www.example.com.

Scode = http.getResponseCode () ;
if( $code == 404 || Scode >= 500 ) {
if( request.getRetries() < 3 ) {
# Avoid the current node when we retry,
# if possible
request.avoidNode ( connection.getNode () );
request.retry();

# We're only going to process text/html responses, so

# break out of the rule if the response is of a

# different type...

if ( http.getResponseHeader ( "Content-Type" ) != "text/html" ) break;

# getResponseBody automatically de-chunks and uncompresses
# the response if required
Sresponse = http.getResponseBody () ;

if( string.contains( Sresponse, "www.example.co.uk" ) ) {
Sresponse = string.regexsub( $response, "www.example.co.uk", "www.example.com", "g" );
http.setResponseBody ( $Sresponse );

TrafficScript Documentation

The syntax and functions of the TrafficScript language are documented fully in Pulse Secure Virtual Traffic
Manager: TrafficScript Guide. You can access this guide from the Traffic Manager product page on the Pulse
Secure Web site at www.pulsesecure.net.

The TrafficScript edit page also includes a quick reference link to the functions available. To view the reference,
click the TrafficScript Reference link when editing a rule.

For a description of how to create rules, see “Creating a Rule in the Catalog” on page 140.
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Applications of Rules on the Traffic Manager
Virtual servers typically use rules to select appropriate pools to handle requests. The rule can inspect any part
of the request, possibly modify it, and decide which pool should handle the request.

You can use a rule to dictate session persistence information to a pool. After inspecting the request, the rule
can use the connection.setPersistenceKey () function to provide a string to persist on. This string is
used by the Universal session persistence method to identify the session the request belongs to.

Rules can be used to check the response from the server and modify it, or even retry the request (if possible) if
a transient error was detected.

Rules can override the classes assigned to a connection by the virtual server or the pool. This way, they can
specify custom behavior for each connection; connections to a slow resource can be given a longer response
time tolerance for example. Classes you can assign in this way include Service Level Monitoring, Session
Persistence and Bandwidth Management.

Service Protection classes can use rules. If you have associated a service protection class with your virtual
server, it inspects the incoming packets. The class may use a rule to check the packet for a match with known
worms or viruses. This rule is executed before the main processing of the virtual server is carried out.

Session persistence and service protection applications of rules are covered in
and respectively.

Using a Rule on the Traffic Manager

TrafficScript rules are stored in the Rules Catalog. You can use the Rules Catalog to create rules, upload them
from an external source, modify or duplicate them, and delete unused rules as required.

To access the Rules Catalog, click Catalogs > Rules.

You can configure a virtual server to execute one or more rules from the catalog each time it receives a new
request or response, or at completion of a transaction. This way, several different virtual servers can use the
same rule, and modifications to the rule take effect on all virtual servers.

To use a rule, first create or upload a new rule in the catalog. Then configure your virtual server to use the rule
(click Services > Virtual Servers > Rules and add the rule using the settings provided).

Creating a Rule in the Catalog
To create a new rule:

1. Click Catalogs > Rules Catalog.
2. Inthe "Create new rule" section, enter a name for your rule.

3. Towrite the rule in TrafficScript, click Use TrafficScript Language. To use the RuleBuilder, click Use
RuleBuilder.

4. Click Create Rule.
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Using the RuleBuilder

Note: Your license key might restrict the availability of certain RuleBuilder options and features and the ability
to use TrafficScript. If you encounter problems using some of the features described here, consult your Support
Provider who can advise you on the best course of action to upgrade your software or license.

The RuleBuilder allows you to select conditions on the request to be examined, and actions that follow if any
or all of these conditions are met.

You can add conditions based on the client's IP address and port, HTTP parameters, cookies, or the URL

requested. Whenever you create a condition, extra text boxes appear for you to fill in the parameters for that
item.

FIGURE 35 RuleBuilder main screen
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Notes: 4 Local IP Address
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HTTP only
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Actions

The following actions will be executed:

Choose Pool | Serviet Runners v E]

Apply Changes

Update

You can then select a series of actions for the rule to carry out. Parts of the request can be altered and the
Traffic Manager can write log messages before a final action is performed. The possible final actions are to

choose a specified pool, or to drop the connection; not more than one final action can be carried out, but a
rule is not required to have a final action.

For example, you might construct a rule such as:

IF

URL Path starts with /servlet
OR

URL Path ends with .Jsp
THEN

Choose Pool: Servlet Runners
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Requests whose URL path does not start with “/servlet” or end in “.jsp” (such as requests for static HTML
content) are ignored by this rule. A virtual server applying this rule can use a separate rule to deal with
requests for other pages, or assign them to its default pool.

When you are happy with your rule, click Update.

You can also convert your rule to TrafficScript. The TrafficScript language gives you a much wider range and
structure of possible conditions and actions. You can click Preview Rule as TrafficScript to see what the
TrafficScript rule would look like, and use the Convert Rule button to convert your rule permanently.

When you begin to use the Traffic Manager's rules, you could start by using the RuleBuilder to implement
simple rules. Examine the corresponding TrafficScript rule to familiarize yourself with the TrafficScript syntax.
When you need to write a complex rule, you could use the RuleBuilder to prototype a simple version; once you
have reached the limits of the capabilities of the RuleBuilder, proceed by converting the rule to TrafficScript for
further editing.

Special variables
There are several special variables that can be included in the text boxes for RuleBuilder which are expanded
to TrafficScript functions. These allow the generation of more dynamic rules, with extra flexibility.

For example, if you create a rule that sets the HTTP header “X-Forwarded-For” to the value %REMOTE_IP%,
then the header will be set to the IP address of the client connecting to the Traffic Manager.

The special variables are as follows:

%REMOTE_IP%: replaced with the remote IP of the client connection (TrafficScript function
request.getRemoteIP ())

%REMOTE_PORT%: replaced with the remote IP of the client connection (TrafficScript function
request.getRemotePort ())

Writing a TrafficScript Rule

The TrafficScript editing page shows a form where you can enter a text description of the rule, type the rule
and check the syntax before compiling it. You may wish to write the rule in a separate text editor before
pasting it in.
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FIGURE 36 Editing a rule in the TrafficScript editor
Rules

Catalog
Name: | TESTRULE 1 TrafficScript Reference | | Available Pools

Intranet
Notes: Olympus
Secure Site
4 Servlet Runners
Web Site
Rule: (modified) discard

Zpath = hrtp.getPathi();

if( string.startsWith( Spath, "/secure" )} ) {
pool.use( "Secure Site" ):

} else {
pool.use( "Heb Site" );

Rule compiled successfully

Click the TrafficScript Reference link to view the quick function reference, and use the Check Syntax button
to check your rule. When you have finished, click the Update button.

Note: Some TrafficScript functions and RuleBuilder conditions and actions are appropriate only in request rules,
response rules, or transaction completion rules specifically. For example, a function that modifies a parameter
of a request has no effect if used in a response rule (because the request has already been submitted to a
node). Equally, any transaction completion rule that attempts to use a function with side-effects for the
connection (for example, http.setResponseHeader(), connection.discard()) is disallowed. See the Online Help or
Pulse Secure Virtual Traffic Manager: TrafficScript Guide for descriptions of each TrafficScript function and
RuleBuilder conditions and actions.

Uploading a Rule to the Catalog

The Traffic Manager supports uploading of previously created TrafficScript rules into the Catalog. Your rules
should be in plain text, and the Traffic Manager uses the full filename (including extension) as the rule name.

Note: The Traffic Manager performs a syntax check on the uploaded rule file. Warnings and errors are displayed
on the Rule Catalog page, the Diagnose page, and in the Event Log.

To upload a rule to the Catalog

1. Click Catalogs > Rules Catalog.

2. Inthe "Upload an existing rule" section, click Choose file to select a rule file from your local filesystem.
3. Choose whether to overwrite existing rules that have the same name as your filename.
4

Click Upload Rule.
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Applying a Rule to a Virtual Server

A newly added rule is not yet in use by the Traffic Manager. To use a rule, add it to your virtual server
configuration.

To configure a virtual server to use a rule

1. Toaccess the Virtual Servers > Edit page for your virtual server, click the Services button and then the
Virtual Servers tab. Click the name of your virtual server.

2. (lick the Rules link. This presents you with lists of request rules, response rules, and transaction
completion rules currently in use for your virtual server.

3. Toadd anewrule to a list, use the “Add rule:” option in each section. Choose a rule from the drop-down
list and click Add rule.

4. Rules are executed in a specified order. If the first rule does not make a final decision about a
transaction, the second rule is tested, and so on. Use the drag handle at the left side of each rule bar to
move a rule within the list.

For most protocols, you can specify whether the rule should be executed just once (against the first
request or response), or against every request and response in the protocol dialogue.

In RTSP and SIP the rules are automatically executed on each individual request or response that
passes through the Traffic Manager.

This option is not necessary for HTTP virtual servers because HTTP is a single request-response
protocol, and requests within a keepalive connection are processed independently.

You can test the effect of a new rule by enabling and disabling it for your test virtual server.

Example Rules

This section provides a series of examples to show how the Traffic Manager might use TrafficScript rules to
inspect and manipulate the traffic to your services.

Routing by Content Type

This example inspects the URL path in an HTTP request. It chooses a pool to handle the request according to
the content type found in the URL path.

Before creating the rule, set up pools called “windows”, “java”, and “linux” respectively.

Spath = http.getPath();

if( string.endsWith( $path, ".Jjsp" )) {
pool.use( "java" );

} else if( string.endsWith( $path, ".asp" )) {
pool.use( "windows" );

} else {

pool.use( "linux" );

}



Restricting Access Based on Time of Day

This example allows access to a particular service only during typical office hours (in this case, between 9am
and 6pm, Monday to Friday). It discards all connections that occur outside these times.

S$dayofweek = sys.time.weekDay();
Shourofday = sys.time.hour();

# S$dayofweek: Sunday is 1, Saturday is 7

# Shourofday: office hours are between 9am and 5:59pm

if ( $dayofweek == || $dayofweek == | | S$hourofday < 9 || Shourofday >= 18 ) {
connection.discard() ;

}
In practice, it might be more appropriate to direct restricted traffic to a separate “error pool” of servers rather

than just dropping the connection without warning. The servers in the error pool would be configured to
return an appropriate error message before closing the connection. The procedure for doing this depends on
the protocol being balanced.

Customer Prioritization
This example inspects the cookie in an HTTP request. It uses the value of the cookie to determine which pool
to select. One pool is faster than the other because it contains machines reserved for premium users.

A company has a customer base divided into “gold” and “silver” membership. It wants to give priority to gold
customers and has five servers, yellow, green, blue, black, and purple.

Two pools are created: “standard”, for silver customers, containing machines yellow, green and blue; and
“oremium”, for gold customers, which includes all five servers. Thus, black and purple are only available to gold
customers.

The site uses a cookie login system, with the customer type encoded in the cookie. The Traffic Manager can
differentiate between membership levels and send traffic to the correct pool:

Scookie = http.getHeader( "cookie" );

if( string.contains( $cookie, "gold" )) {
pool.use( "premium" );

} else {
pool.use( "standard" );

}

Managing Levels of Service

This example tags premium customers with a “premium” Service Level Monitoring (SLM) class, and directs
them to the “premium” pool.

Non-premium customers can share the premium pool if the premium SLM class is functioning within its
tolerance, but are directed to the “standard” pool if the premium SLM class is running too slowly.

# S$isPremium could be based on the presence of a
# login cookie, the contents of the shopping cart,
# or even the remote address of the client.
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if( $isPremium ) {
connection.setServicelLevelClass( "premium" );
pool.use( "premium" );
} else {
if( slm.conforming( "premium" ) == 100 ) {
pool.use( "premium" );
} else {
pool.use( "standard" );

Routing Based on XML Traffic

TrafficScript includes support for parsing XML documents using XPath, an industry-standard language used to
query XML documents.

XML documents are used by SOAP-based protocols such as Web services, and enable complex data to be
exchanged and understood automatically without user intervention.

An XML document is organized into a tree structure of nodes'. Each node can contain a piece of data, or
further nodes. XPath can navigate through these nodes to extract specific data from the XML document; this
data can then be used by the Traffic Manager to make routing decisions on the traffic.

The XPath 1.0 specification is available at http://www.w3.0org/TR/xpath.

Example: Google Search Request

The Google™ search engine has a Web services interface that accepts SOAP requests for search queries. A
request for a search for Pulse Secure, LLC would consist of an HTTP POST containing the following XML body
data:

<?xml version="1.0" encoding="UTF-8"?>
<SOAP-ENV:Envelope
xmlns:SOAP-ENC="http://schemas.xmlsoap.org/soap/encoding/"
SOAP-ENV:encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"
xmlns:SOAP-ENV="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:xsi="http://www.w3.0rg/1999/XMLSchema-instance"
xmlns:xsd="http://www.w3.0rg/1999/XMLSchema">
<SOAP-ENV:Body>
<namespl:doGoogleSearch xmlns:namespl="urn:GoogleSearch">
<key xsi:type="xsd:string">googleUniqueID</key>
<g xsi:type="xsd:string">Pulse Secure, LLC</g>
<start xsi:type="xsd:int">0</start>
<maxResults xsi:type="xsd:int">10</maxResults>
<filter xsi:type="xsd:boolean">false</filter>
<restrict xsi:type="xsd:string"/>
<safeSearch xsi:type="xsd:boolean">false</safeSearch>
<lr xsi:type="xsd:string"/>
<ie xsi:type="xsd:string">latinl</ie>

1. Nodes discussed in this context are unrelated to the Traffic Manager's back-end pool nodes.
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<oe xsi:type="xsd:string">latinl</oe>
</namespl:doGoogleSearch>
</SOAP-ENV:Body>
</SOAP-ENV:Envelope>

Note that the SOAP body contains a doGoogleSearch node. This contains the parameters of the search

request.

An Internet service might implement or proxy doGoogleSearch requests, and the Traffic Manager might be

used to manage the traffic to this service.

For example, it may be necessary to split doGoogleSearch requests according to the specified maximum
number of results. If maxResults is greater than 100, the request is to be sent to pool googleLarge;
otherwise it should be sent to pool google.

A TrafficScript rule can use the functions xml . XPath.MatchNodeSet () and
xml.XPath.MatchNodeCount () to query the SOAP request body and test XML nodes:

# Read the entire body of the SOAP/HTTP request
S$Sbody = http.getBody();

# XML parameters lie in the "urn:GoogleSearch" XML
# namespace:
$googlens = "xmlns:googlens=\"urn:GoogleSearch\"";

# Test for the presence of a "doGoogleSearch" node.
# If present, get the value of the "maxResults"
# parameter and choose the pool

if ( xml.XPath.MatchNodeCount ( $body, S$googlens, "//googlens:doGoogleSearch" ) ) {
SmaxResults = xml.XPath.MatchNodeSet ( $body, $googlens,

"//googlens:doGoogleSearch/maxResults/text ()"

if ( $maxResults >= 100 ) {
pool.use( "googleLarge" )
} else {
pool.use( "google" );

) ;
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Providing Authentication for your
Services

This chapter describes how the Traffic Manager can authenticate users remotely against external services. It
contains the following sections:

OV BV BW . . ottt e 149

Using TrafficScript Rules with Remote LDAP Authenticators ........... ... ... ... .... 149

Configuring the Traffic Manager as a SAML Service Provider. .......... ... ... ... .... 152
Overview

When a user connects to a service provided through the Traffic Manager, their credentials can be validated
against the records held at a remote service rather than on the Traffic Manager itself.

The Traffic Manager supports a number of common mechanisms to provide authentication and authorization
of user requests:
Using TrafficScript rules to query remote LDAP authentication services

Using SAML (Security Assertion Markup Language) to perform authentication handshakes with a third-
party identity provider

Configuring the Traffic Manager for KCD (Kerberos Constrained Delegation)
Note: Some mechanisms might be license key controlled. See your support provider for details.
This chapter discusses support for TrafficScript-based authorization and SAML authentication. For a complete

description of the Traffic Manager's support for KCD, see instead “Kerberos Constrained Delegation Support”
on page 413.

Using TrafficScript Rules with Remote LDAP Authenticators

To use authentication in your TrafficScript rules, first create remote LDAP authentication service definitions in
the Authenticators Catalog (Catalogs > Authenticators). Authenticators created in this manner can be
accessed through the auth.query () function from within a TrafficScript rule. This rule can then be added to
a virtual server handling the service to be authenticated.

Note: TrafficScript is a license-controlled feature. The functionality described here might not be available in all
product variants. Contact your support provider for more details.
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Configuring Authenticators

To create and edit remote LDAP authenticator records, use the Catalogs > Authenticators page of the Admin
Ul. To create a new authenticator, provide a name, host, and port in the “Create New Authenticator” section,
then click Create Authenticator. The Traffic Manager displays the Authenticator edit page, containing all basic
and LDAP settings for the new authenticator. You must complete configuration of all LDAP settings for your
authenticator to work correctly.

The Authenticator edit page contains the following configuration keys:

Setting Description

Name The identifying name given to this authenticator. This name will be
used in the auth.query () function call, within an authenticating
TrafficScript rule.

If the authenticator is renamed here, any rules referencing this
authenticator will be automatically updated to use the new name.

Host The host-name or IP address of the LDAP server to connect to.

Port The port of the LDAP server to connect to.

Note A description of this authenticator.

|[dap!bind!dn The Distinguished Name (DN) of the 'bind' user. The bind user is used

to contact the LDAP server and search for the record belonging to the
user being authenticated.

The bind user must have permission to search for and read user
records on the LDAP server.

If no bind user is specified then the Traffic Manager will attempt an
anonymous login to search for the user being authenticated.

Idap!bind!password The password for the bind user specified in Idap!bind!dn.

Idaplfilter Afilter used to extract the unique user record located under the base
DN. The string $u will be replaced by the username supplied when the
authenticator is invoked.

Examples of common LDAP filters include sAMAccountName=%u for
Active Directory, or uid=%u for some UNIX LDAP schemas.

|daplfilter'basedn The base Distinguished Name (DN) under which the Traffic Manager
will search for the record of the user being authenticated.

The entries for all users that are to be authenticated by this LDAP
authenticator must appear under the DN specified here.

Atypical base DN might be OU=users, DC=mycompany,
DC=local.
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Setting Description

|daplattr If the Traffic Manager finds a record for the user being authenticated
on the LDAP server it can fetch back additional information from that
record. This information can be used to perform additional checks on
the user being authenticated, such as restricting access based on
which group the user belongs to.

To fetch back specific attributes from the user's record, a space- or
comma-separated list of attribute names can be specified in the
Idap!attr setting.

To fetch back all attributes from the user's record, set ldap!attr to '*'.

If the setting is blank, no additional attributes will be retrieved from the
server.

Any attributes retrieved from the user's record will be available in the
return value from the TrafficScript function that requested the
authentication.

|dap!ssl This setting determines whether or not the connection to the LDAP
server will be SSL-encrypted. The method by which the SSL connection
is established can be specified in the Idap!sslitype setting.

|dap!sslitype This setting specifies the method by which an SSL connection to the
LDAP server is established. It is used only if Idap!ssl is set to “Yes".

The available methods are:

LDAPS: The Traffic Manager will establish a secure connection to
the LDAP server before any LDAP messages are sent.

Start TLS: The Traffic Manager will use the LDAPv3 Transport
Layer Security extension to establish a secure connection to the
server.

|dap!sslicert When connecting to the remote LDAP server over SSL, the Traffic
Manager will ensure that the server's certificate is signed by the
certificate authority specified by this setting.

If the server sends a certificate that is not signed by the certificate
authority specified here then an error will be returned to the
TrafficScript function using the authenticator.

If no certificate authority is specified then the server's certificate will
not be validated.

Configuring the TrafficScript Rule

To use remote authentication within a virtual server, assign an authentication rule to it as a request rule. This
rule should contain a call to the function auth.query () with the arguments shown here:

auth.query( authenticator, user, [password] );
This queries the named authenticator for information about user and, if supplied, checks that password

matches the password on record for that user. It returns a hash containing two values, “OK” and “Error”, which
are set according to the results of the verification. The result can also contain additional information returned
by the authenticator, such as the Distinguished Name of the user that was queried. Refer to the TrafficScript
Reference for more details.
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To learn more about creating TrafficScript rules, see “TrafficScript Rules” on page 137.

The example below shows how you might use the auth.query () function to provide user verification based
on a previously created Authenticator called “Idap”:

# Verify the user's password using an LDAP
# authenticator called 'ldap'
Sauth = auth.query( "ldap", Suser, $pass );

if ( $Sauth['Error']l ) {
log.error( "Error with authenticator 'ldap': " . Sauth['Error'] );
connection.discard() ;

} else if( !Sauth['OK'] ) {

# Unauthorised
http.sendResponse( "403 Permission Denied", "text/html",
"Incorrect username or password", "" );

}

# Allow through members of the 'admin' group using
# the 'group' attribute returned by the authenticator

if( $auth['group'] != "admin" ) {
http.sendResponse( "403 Permission Denied", "text/html",
"You do not have permission to view this page","" );

Configuring the Virtual Server

Once you have a rule with the appropriate settings configured, you must assign it to the virtual server on which
you want to enable authentication:

1. Gotothe Services > Virtual Servers section of the Admin Ul and select the virtual server on which you
want to enable authentication.

2. Click the Rules section.

3. Under “Request Rules”, select your authentication rule and click Add Rule.

Configuring the Traffic Manager as a SAML Service Provider

Note: SAML service provider functionality is not available as standard on all Traffic Manager configurations. For
more information, or to obtain a license key upgrade, contact Pulse Secure Technical Support.

SAML (Security Assertion Markup Language) is an open-standard XML-based message framework, used to
exchange information concerning the authentication and authorization of user agents attempting to access an
organization's web services.

SAML deployments typically involve two participant types:

Service Providers (SPs): provide the resources to be protected

Identity Provider (IDPs): perform the authentication and authorization checks required by your
resources
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An organization can deploy a secure SAML-based IDP to handle a range of authentication scenarios, from
simple back-end LDAP directory services credentials-checking, through to highly complex security
arrangements involving multi-factor authentication for many services across an enterprise.

The Traffic Manager has the ability to function as a SAML SP to control access to your back-end web
applications. Access is only permitted when a valid SAML token is presented by the requesting user agent, who
has in turn obtained the token from a defined IDP.

The SAML Message Exchange

In a typical scenario, a user's browser connects to an SP in an attempt to access a particular service. The SP is
configured to obtain prior validation, and thus redirects the browser to the IDP. The IDP then checks the
identity of the user against its own records, and obtains verification that the user has appropriate privileges for
the desired service. If successful, the IDP returns the browser to the SP with a SAML assertion that the user is
legitimate. The SAML exchange is between the SP and IDP through the user agent, and as such your back-end
services are completely insulated from, and unaware of, the security negotiation that takes place.

FIGURE 37 A typical SAML authentication exchange
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An IDP can provide authentication for multiple back-end services - commonly known as a Single Sign-on (SSO)
service. Equally, an organization could employ multiple IDPs, one for each service.

Furthermore, an IDP does not necessarily need to reside in the same network as an SP. It needs only to be
contactable by the user agent (typically a user's web browser). An SP must be aware of an IDP, and vice versa,
through shared SAML configuration details, but they never directly communicate. SAML messages are carried
by the user agent.
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SAML and the Traffic Manager

Note: The Traffic Manager supports SAML version 2.0, and allows SP-initiated authentication only. Additionally,
the Traffic Manager does not support encrypted SAML assertions.

The Traffic Manager can be configured as a SAML Service Provider (SAML SP) to control access to an HTTP(S)
service, and should be compatible with any SAML IDP that implements the same standard.

SAML itself has many usages (profiles) requiring various different SAML protocols with bindings to other
generic network protocols. The Traffic Manager implements the "Web SSO" profile, with HTTP-Redirect and
HTTP-POST bindings used for authentication request and response, respectively.

To ensure the SAML response is trusted, the Traffic Manager accepts cryptographically signed responses
based on certificates stored as part of the IDP definition. For more details, see “Defining Identity Providers”
on page 155.

The Traffic Manager also maintains user session information where a SAML assertion is received from an I1DP.
Session data contains the identity of a logged-in user, the time that they (most recently) authenticated, and the
time the SAML authentication token expires. This ensures that re-authentication can be requested when the
session has timed out.

No session state is stored server-side; instead, a session cookie is created at the client side, encrypted and
signed using a secret key shared across the Traffic Manager cluster using the Traffic Manager's existing session
ticket mechanism. This facilitates the use of active-active Traffic Manager configurations, in that the
authentication session is shared between active cluster members. To configure session cookie behavior, use
the settings described in “Configuring a Virtual Server to use an IDP” on page 155. For more information on
session tickets, see “SSL Encryption” on page 197.

The Traffic Manager includes a TrafficScript function, “http.auth.getAuthenticatedUser()", to return the name
identifier of the authenticated user (in a format determined by the IDP, but typically an email address or
similar). This user data could then be forwarded to the back-end service as part of, for example, an HTTP
request header.

Configuring your Traffic Manager

The Traffic Manager can exchange SAML requests and responses with any compatible IDP. The Traffic Manager
requires certain IDP-derived details as part of it's SAML configuration, and must also provide the IDP with
specific configuration items in return. To operate successfully, your SAML configuration must match on both
the Traffic Manager (as the SP) and your IDP.

Configuration of your IDP varies according to the actual IDP platform used, and as such is out of scope for this
document. For further information on how to configure your IDP to exchange authentication messages with
the Traffic Manager, see your IDP administrator.

This section details the configuration from the perspective of the Traffic Manager only.
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Defining Identity Providers

The Traffic Manager stores IDP records in the SAML Catalog. Each IDP can then be used by one or more virtual
servers to add remote authentication to the services they handle. To access your IDP definitions, click
Catalogs > SAML Catalogs > Trusted Identity Providers Catalog.

The following table lists the configuration items requires for an IDP definition:

Key Description

Name The name of the trusted identity provider

Entity ID The identifier that the trusted identity provider sends in the “Issuer”
field of the SAML assertion to identify itself.

URL The URL to which the Traffic Manager should send SAML
authentication requests.

add_zlib_header The SAML standard uses the DEFLATE Compressed Data Format, as

described in RFC 1951.
Set to “No” if the identify provider adheres to this standard.

Set to "Yes" if the identity provider does not adhere to this standard,
and instead requires the use of the ZLib format.

strict_verify Set to "Yes" to force the Traffic Manager to reject SAML responses
where the Conditions element contains unknown attributes, or has
unknown or missing elements.

Set to “No” to disable strict verification, where compatibility issues
might be expected.

Certificate A PEM-encoded X.509 certificate containing the public key that the
Traffic Manager should use to verify the integrity of received SAML
assertions.

Contact your IDP administrator for suitable values when setting up a new IDP record.

Configuring a Virtual Server to use an IDP

To apply authentication control to your service, configure the applicable virtual server as a SAML Service
Provider endpoint. Click Services > Virtual Servers > Edit > Authentication.
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The following table lists the items requires for a SAML SP endpoint configuration:

Key Description

authltype The type of authentication the Traffic Manager should use for requests
handled by this virtual server. Some types of authentication are
protocol-specific; for example, apply only to an HTTP virtual server.

Select one of the following supported authentication types:

None: No additional authentication is required by the Traffic
Manager.

SAML Service Provider: The Traffic Manager requires that a
valid SAML assertion is presented in order to access this virtual
server. This option is available only for HTTP virtual servers.

authlverbose Displays detailed messages concerning virtual server authentication in
the error log.

authlsessionlcookie_name The name of the cookie used to store the authentication session
token.

authlsessionlcookie_attribute | The attributes of the cookie used to store the authentication session

S token. The configured attributes are appended to the cookie
unaltered.

The default attributes prevent access to the cookie by client-side APIs
such as Javascript and apply a strict same site policy.

authlsessionltimeout The number of seconds of inactivity on a session after which the user
must re-authenticate with the IDP.

Note: Re-authenticating might only mean that the IDP issues a new
token; if the user has a valid session with the IDP, they might or might
not need to re-authenticate at this point, depending upon the
configured SSO policy.

authlsamllsp_entity_id A string identifier used by the IDP to determine which SAML SP
redirected a user agent for authentication.

Use a unique URL, related to the virtual server, but not referencing any
actual resources on the back-end service. The URL used here is
processed internally by the Traffic Manager and requests sent to it are
not forwarded to the back-end, hence any resources residing at this
URL become unavailable.

If an “Audience” field is present in the SAML assertion, it must match
this value.

Note: Your IDP administrator might ask you to provide this value in a
configuration field called “Audience”.
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Key Description

authlsamllsp_acs_url The URL of the SAML assertion consumer service. In other words, the
URL at which the Traffic Manager should handle SAML assertions.

Use a unique HTTPS URL (especially in a live-service production
environment) that does not refer to any actual resources on the back-
end service. The URL used here is processed internally by the Traffic
Manager and requests sent to it are not forwarded to the back-end,
hence any resources residing at this URL become unavailable.

If a “Recipient” field is present in the SAML assertion, it must match this
value.

Note: Your IDP administrator might ask you to provide this value in a
configuration field called “Recipient”.

authlsamllidp The name of the trusted IDP to which SAML authentication requests
are sent, and from which SAML assertions should be trusted.

authlsamllitime_tolerance The time tolerance, in seconds, for authentication checks.

When checking time-stamps and expiry dates against the current time
on the system, allow this much time tolerance. For example, if a SAML
response contains a “NotOnOrAfter” that is 4 seconds in the past
according to the local time, and the tolerance is set to 5 seconds, the
response is still accepted. This setting helps prevent a lack of clock
synchronization from resulting in rejection of SAML responses.

authlsamllnameid_format The format of the name identifier to request and expect from the
identity provider. The following options are available:

none: No specific format identifier is used in the SAML
authentication request, and any string format is allowed in the
subject of the SAML assertion.

unspecified: The format identifier
“urn:oasis:names:tc:SAML:1.1:nameid-format:unspecified” is sent
in the SAML authentication request, and any string format is
allowed in the subject of the SAML assertion.

emailAddress: The format identifier
“urn:oasis:names:tc:SAML:1.1:nameid-format:emailAddress” is sent
in the SAML authentication request, and the subject of the SAML
assertion must be an email address.

Troubleshooting SAML Authentication
SAML authentication typically fails at one of two points:
The handover from the SP to the IDP
The handover back from the IDP to the SP

In the first case, the authentication attempt usually results in an error page sent by the IDP. In the second case,
the error page is sent by the SP. To obtain greater detail in the message exchange observed by the Traffic
Manager, enable the virtual server setting auth!verbose. Additionally, the following can be useful in
diagnosing problems:

The error page, in particular if its generated by the IDP
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A Technical Support Report (TSR) from the Traffic Manager
The IDP metadata, if the IDP supports downloading it

A SAML logger web browser extension, if available, to capture the SAML exchange

ATTENTION

Information obtained using these methods should not contain any cryptographic secrets or end user
passwords. In some cases, a SAML trace might contain the name identifier for an end user (typically an e-mail
address) that is passed from the IDP to the SP. Your organizational security policy should dictate the
confidentiality level applied to such data.
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Java Extensions

This chapter gives an overview of the Java support available. Java can be called from TrafficScript, which allows
for more powerful routing and easier traffic management.

For more in-depth details, refer to the Pulse Secure Virtual Traffic Manager: Java Development Guide.

This chapter contains the following sections:

INtrodUCtioN TO JAVA. . . o oo 159
INvoking aJava EXteNSION. .. ..ot e 159
Configuring the Traffic ManagertoUseJava. ... 160

Introduction to Java

Java is an object-oriented and platform-independent development language that has a large community of
developers, libraries and applications. The Traffic Manager allows the use of Java extensions in TrafficScript,

offering greater flexibility in traffic manipulation. These Java extensions can then be invoked from TrafficScript
rules.

The Traffic Manager Java APl is a way for customers and Internet Service Providers to extend the capabilities of
the Traffic Manager.

Some examples of functionality available using the Java APl in TrafficScript are:

Content processing: Improved XML/HTML processing using specialized Java libraries.

Additional libraries: ISV libraries supplied as a value-add solution, operating as pluggable extensions
to the Traffic Manager to add new features.

Authentication: Using RADIUS, TACACS+, LDAP, and so on, without the need to use an external Web
server.

Invoking a Java Extension
Java extensions are invoked from TrafficScript or RuleBuilder rules.
Whenever a Java extension is imported into the Traffic Manager, a basic RuleBuilder rule is created with the

same name as the Java Extension. The rule invokes the extension, allowing it to inspect, modify and route the
traffic. You can add this basic rule to the list of request or response rules run by a virtual server.

ATTENTION
Java is disabled by default for all new Traffic Manager instances. To invoke a Java extension, first enable Java
support. For more information, see “Configuring the Traffic Manager's Java Extension Runner” on page 161.
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In many cases, a particular Java extension need not be called for every single request or response; for example,
it processes only requests or responses of a particular type. The Java Extension can be called conditionally by a
RuleBuilder or TrafficScript rule:

if( http.getPath() == "/serverstatus" ) {
java.run( "ServerStatus" );

}

Configuring the Traffic Manager to Use Java

This section introduces the process of creating, configuring and running Java Extensions on the Traffic
Manager. The Java Development Guide provides a much more complete description of this process.

Requirements

To use Java Extensions with the Traffic Manager, install the Java run-time environment (JRE) version 1.5 or later.
Previous versions are not supported by the Traffic Manager.

Traffic Manager virtual/cloud/appliance instances include the necessary Java software to run Java Extensions.

Compiling a Java Extension
To compile Java Extensions for the Traffic Manager you will need the following resources:

Java Development Kit (JDK), which contains the Java compiler. The compiler can be downloaded from
http://www.oracle.com/technetwork/java/index.html.

Java Servlet API library: This can be found in $ZEUSHOME/zxtm/1lib/servlet.jar or downloaded
from the link in the Java Extensions catalog.

Traffic Manager Java Extensions API library: This can be found in $ZEUSHOME/ zxtm/1ib/zxtm-
servlet.jar or downloaded from the link in the Java Extensions catalog.

To compile a Java Extension, run the command:

javac -cp servlet.jar:zxtm-servlet.jar MyServlet.java

This creates a class file called “MyServlet.class”. The above command assumes you have copied servlet.jar and
zxtm-servlet.jar to the directory you are compiling from. If not, modify the command to specify the full path to
each file.

You can also package up a Java extension along with any other needed classes in a single jar file. The Traffic
Manager will automatically search jar files for Java extensions to use.

Loading Java Extensions onto the Traffic Manager
Java Extension class and jar files need to be added to the Traffic Manager's Java Extensions catalog.
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To upload the Extension, click Catalog > Java Extensions and specify your class or jar file in the “Upload”
section. If your extension depends on other Java jar files that are not included in the Java distribution, you
should upload those into the catalog too.

FIGURE 38 Java Extensions Catalog page
Java + File 'Counter.jar’ was uploaded successfully.
Extensions

Catalog Java Extensions Catalog

A Java Extension can manipulate connections, in a similar way to a TrafficScript rule. Extensions are invoked from TrafficScript.
Please see the user manual for full instructions on building Java Extensions. You will also need to download the Java Servlet API and
Zeus Java Extensions API files.

Java Extensions Catalog @ Java API documentation

Java Extensions that are usable from a TrafficScript rule. Click on the name of the extension to view more details and edit its
initialization parameters.

Select
Extension Path Used By (all / none)
com.zeus.TestServlets.Counter Counter.jar Unused |}
com.zeus.TestServlets.PoolPicker PoolPicker.jar Unused |}

[ Reluadseleded] [ Delete se\eded] [C] Cenfirm operation

Java Libraries & Data Catalog
Any uploaded non-Java Extensions files are shown here, including other Java class/jar files.

No additional files have been uploaded.

Upload Extension / Data File

Choose to upload either a jar file containing your Java Extension code, a single class file or data files that your Java Extensions are
going to use. Class files will automatically be put in the correct directory depending on their package.

File: | ChooseFile | N file chosen

Automatically create TrafficScript rule

Upload | Overwrite if file already exists: [

Configuring the Traffic Manager’s Java Extension Runner

The Traffic Manager includes a Java helper application called the Java Extension Runner (JRE) that hosts the
Java extensions. You can control how the Traffic Manager initializes and runs this helper application using the
settings in System->Global Settings->Java Extension Settings.

The following table lists the configuration settings available:

Setting Description

javalenabled Enables or disables Java support in the Traffic Manager.

By default, Java support is disabled for all new Traffic Manager
instances. To use Java extensions in the Traffic Manager, set
javalenabled to "Yes".

javalcommand The path to the Java executable, including any command-line
arguments.

javalclasspath Colon-separated list of folders where the Java classes are located.

javallib Specifies a folder to search automatically for libraries used by your Java

extensions. Note that the Traffic Manager will not load any Java
extensions from this directory.
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Setting Description

javalmax_conns Defines the maximum number of simultaneous Java requests allowed.
Additional requests will be queued and will not be processed until the
former ones have been completed. This setting is per CPU core; for
multicore processors, multiply this setting by the number of available
processor cores.

javalsession_age Value in seconds, defining a timeout to maintain a Java session.

To specify a Java executable, set javalcommand to the name of the executable (include the full file path if it is
not the default), along with any options the JRE should be run with.

To check your setup, click Diagnose > Cluster diagnosis and verify that the "Java extensions" section shows
no errors or warnings. The Traffic Manager should now be ready to run Java extensions.
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Protocol Support

This chapter describes specific protocol support in the Traffic Manager. It contains the following sections:

OV BV W . ettt e e e e e e e e e 163
BasiCc TCP ProtoCols. . ..o e e e e e 163
o N L 167
] P 168
SMTP (Simple Mail Transport Protocol) . .....ovr i e e 170
e 171
Real-Time Streaming Protocol. . ... e 174
Session Initiation Protocol ... ... i 176
ProxXy ProtOCOl . ... e 183
Overview

The Traffic Manager load-balances and processes application traffic that is enclosed in TCP connections or
UDP datagrams. Most Traffic Manager features, such as TrafficScript, load balancing, session persistence, and
bandwidth management can be applied equally to all protocol types.

Where appropriate, TrafficScript functions specific to a particular protocol are included, making management
and control of traffic in that protocol easier.

Basic TCP Protocols

“Generic Server First”, “Generic Client First” and “Generic Streaming” protocols are the most basic L7 protocol
types that the Traffic Manager can use. They are useful when managing custom protocols or simple TCP
connections because they do not expect the traffic to conform to any specific format.

Server-First Protocols

Server-first is the simplest TCP protocol type. When the Traffic Manager receives a connection from a client, it
immediately runs any TrafficScript request rules, then immediately connects to a back-end server. It then
listens on both connections (client-side and server-side) and passes data from one side to the other as it
comes.
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FIGURE 39 Server-first protocol load balancing
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Server-first protocols include one-shot protocols such as Time (where the server writes the response data,
then immediately closes the connection), or complex protocols like MySQL (where the server opens the dialog
with a password challenge).

The virtual server protocol type “Generic Server First” is most suitable for protocols where the server speaks
first. In practice, the design of most protocols means that “Generic Client First” is more appropriate.

Client-First Protocols

Client-first is a modification of server-first, appropriate for protocols where the client connects and sends a
request before the server replies. You can use the “Generic Client First” protocol type to inspect a client's
request and select a server pool that should be used to select the server node to be used.
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FIGURE 40  Client-first protocol load balancing

Traffic Manager

<

Client Application

1. TCP connect

v

2. Write request

\ 4

Load Balancing
decision

3. TCP connect

A 4

4. Write request

Cd

5. Write response

N

6. Write response

N

The Traffic Manager is only alerted when a client connection has been established and data has been received.
The Traffic Manager then proceeds in the style of server-first: runs TrafficScript rules, connects to the back end
and relays data back and forth.

Rules Processing in Detail

The Traffic Manager alternates between running TrafficScript request and response rules. It will run the
request rules when the first data from the client received; the request rules may block if they use functions like
request.getLine () Or request.get () to read further data from the client.

Once the request rules have completed, the Traffic Manager will forward any further data it receives from the
client on to the server. The Traffic Manager will run the response rules as soon as it receives any data (in other
words, a “response”) from the server; these response rules may also block.

The Traffic Manager will then continue to forward any further data from the server to the client; the Traffic
Manager will wait for any data from the client and run the Request rules again; in this manner, the Traffic
Manager switches between waiting for request data to run request rules, and waiting for response data in
order to run response rules.

Note that rules that are configured as “Run Once” rather than “Run Every” will only be run on the first server or
client data, not on subsequent iterations.

Server-First with "Server Banner"

Server-first with a server banner is a different optimization for “server-first” to cater for servers which
broadcast a banner on connect, such as SMTP. “Server-first with server banner” allows you to inspect and
make a load-balancing decision based on the client's request.
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When a client connects, the Traffic Manager immediately writes the configured server-first banner to the client,
then proceeds as a regular client-first connection. In addition, the Traffic Manager slurps and discards the first
line or data (terminated by a newline) that the server sends.

Use TrafficScript rules to inspect the client's request data before making your load-balancing decision.

FIGURE 41 Server-first load balancing with Server Banner
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To configure this behavior, select the "Generic Server First" protocol type and configure a banner message in
the Protocol Settings section in the virtual server configuration.

Generic Streaming Protocols

If you are using a protocol that does not require the server to respond to every message that the client sends,
or if you need extra flexibility when processing data in TrafficScript, you can choose the “Generic streaming”
option. This server type allows either the client or server to send the first message when a connection is
established and also allows TrafficScript rules to be invoked whenever data is received on the connection.
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FIGURE 42 Load balancing with generic streaming protocols

Client Application Traffic Manager

1. TCP connect

v

Load Balancing
decision

2. TCP connect

v

3. Write data

A
v

This option is for protocols where there is no request-response semantic. Either side of the connection can
write the first message, with no response being necessarily required or expected. TrafficScript request rules
are run whenever the client writes data on the connection, and similarly response rules are run every time the
server writes data on the connection.

HTTP

The Traffic Manager's HTTP virtual server protocol type contains a number of optimizations and specializations
for HTTP traffic:

The Traffic Manager manages client-side and server-side connections independently, re-using keepalive
connections on the server side whenever possible to reduce the number of established and new TCP
connections to the server. This minimizes the number of concurrent connections the servers need to
handle, and brings big performance and capacity gains.

Note that features such as HTTP POSTs and missing content lengths can make keepalives unsafe to
use; the Traffic Manager detects when this occurs and creates new connections appropriately. NTLM
authentication specifically requires that keepalives are enabled.

The Traffic Manager conceals the use of keepalives and pipelining from the administrator, so that traffic
management rules need only concentrate on the simple request-response nature of an HTTP
transaction. Every HTTP transactions is processed and handled independently, regardless of whether
or notitis in a keepalive connection.

The Traffic Manager automatically handles HTTP encodings, such as gzip and deflate content
compression and chunked transfer encoding. For example, if you inspect an HTTP response using the
http.getResponseBody () TrafficScript function or from within aJava Extension, the Traffic Manager
will automatically de-chunk and uncompress the response so that it can be easily manipulated.
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The Traffic Manager includes a large set of specialized HTTP TrafficScript functions that make it easy to
process HTTP requests and responses. For example, functions are provided to manipulate HTTP
cookies, read HTTP headers (such as the host header) and process URLs without having to understand
the underlying encodings, variations in format and protocol details that complicate these tasks.

The Traffic Manager additionally offers client-side support for the HTTP/2 protocol (see RFC7540 and
RFC7541). HTTP/2 is intended as a replacement for HTTP/1.x and is designed to improve page-load times over
high latency connections, most notably by supporting transaction multiplexing over a single TCP connection.

The Traffic Manager supports HTTP/2 with the following considerations:

Some browsers do not support HTTP/2 over an unencrypted connection. To maximize the number of
users who can access the service using HTTP/2, Pulse Secure recommends that you enable the Traffic
Manager's SSL decryption feature for your applicable virtual servers.

HTTP/2 over a secure connection requires TLS 1.2 or later, the
SSL_ECDHE_RSA_WITH_AES_128_GCM_SHA256 cipher, the P256 elliptic curve, and does not support
renegotiation after connection establishment. These options are enabled by default, but might have
been disabled after upgrading your Traffic Manager from an older release. Clients using an obsolete
cipher or older TLS version can only send HTTP/1.x requests when connecting to a virtual server with
HTTP/2 enabled.

The Traffic Manager does not support Pulse Secure Web Accelerator content optimization on HTTP/2
transactions.

The Traffic Manager translates HTTP/2 data received from a client to HTTP/1.1 before processing it and
forwarding it to the virtual server's pool nodes. This ensures that you can continue to use HTTP/2
functionality in the Traffic Manager without your back-end nodes being required to support HTTP/2
themselves.

TrafficScript functions work transparently with HTTP/2 connections. Note that:

- To determine the HTTP version the client connection is using, use the TrafficScript function
http.getClientVersionNumber ().

- Pulse Secure recommends exercising caution when using connection.discard() with HTTP virtual
servers. HTTP/2 allows transactions to be multiplexed over a single connection, so discarding a
connection interrupts all of its ongoing transactions.

- The TrafficScript function connection.close () is deprecated for all HTTP/1.x and HTTP/2
services. Pulse Secure recommends modifying any applicable TrafficScript rules that use this
function to use instead http.sendResponse () and http.discardClientKeepalive (). For
further information, see the Pulse Secure Virtual Traffic Manager: TrafficScript Guide available from the
Pulse Secure Web site (

To inspect which HTTP version clients are using, view either "Request Tracing" or "Request Details" when
selecting a connection under Activity > Connections. Additionally, use the %r or %H logging macros to report
on HTTP/2 usage, or refer to the SNMP counter "virtualserverTotalHTTP2Requests" which is incremented for
every HTTP/2 request.

SSL

When you configure the Traffic Manager to manage traffic using the SSL protocol, the Traffic Manager does not
automatically decrypt the traffic. The SSL protocol type is used for SSL pass-through, without modification.
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You can use the “SSL Session ID” persistence type to load-balance SSL connections across a pool, ensuring that
connections with the same SSL session ID are sent to the same back-end server. This is an important
consideration because SSL servers do not generally share SSL session IDs with each other. So if a client
attempts to re-use an SSL session ID, but is directed to a new server, it would then need to renegotiate its SSL
session. This is compute-expensive and will add load to your SSL server farm. In fact, without SSL session 1D
persistence, adding more SSL servers to your cluster can reduce performance because SSL sessions need to
be renegotiated more frequently.

Note: If you want to decrypt SSL traffic and process it using the internal protocol (such as HTTP), you should
configure your virtual server to use the internal protocol, and enable SSL decryption in the virtual server
configuration settings (for details about configuring SSL, see and

).

Protecting the SSL Handshake

To protect against a potential Denial-of-Service (DoS) attacks, place a limit on the size of the peer handshake
message clients attempt when negotiating an SSL connection. Use the ssl!max_handshake_message_size
setting in System > Global Settings > SSL Configuration.

The value of this setting determines the maximum size of SSL handshake messages accepted for SSL
connections. Any handshake message indicating a size larger than this setting will cause the SSL connection to
fail and will be logged as a potential DoS attack in the event log. The default value of 10 KiB should be able to
accept a chain of 5 certificates, which should be more than sufficient for typical SSL set-ups. Specifying a value
of O (zero) denotes that there is no limit to the size of SSL handshake messages handled by the Traffic
Manager.

SSL Connection Renegotiation Protection

Both SSL 3.0 and TLS (Transport Layer Security) protocols allow either the client or server to initiate
renegotiation of the secure connection. This might be to establish new cryptographic parameters by which the
connection will be governed.

During renegotiation, the secure connection becomes potentially vulnerable to interception by an attacker
who might seek to inject traffic as a prefix to the client's interaction with the server. This mechanism, known as
a Man-in-the-Middle (MitM) attack, can be used to set up a new client connection from the attacker, fooling the
target server into believing that the initial data transmitted by the attacker is from the same entity as the
original client.

Furthermore, renegotiation can be used to carry out a Denial of Service (DoS) attack because it poses a much
higher load on the server than on the client. A client could simply request a re-handshake at a very high rate
causing a very high computational burden on the server.

RFC-5746 ( ) introduces a TLS extension that prevents the MitM attack by
cryptographically tying renegotiations to the client that is performing it. However, the introduction of this
extension does not necessarily prevent or protect from a DoS attack.
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To configure how the Traffic Manager handles a potential renegotiation handshake, select the required setting
in ssllallow_rehandshake, located in System > Global Settings > SSL Configuration. The available options
are:

Setting Description

Always allow Renegotiation is always allowed, even if the client lacks support for
RFC-5746, but without any form of protection against intervention by a
third party. This setting is NOT RECOMMENDED, and could leave your
system open to MitM or DoS attacks.

Allow safe re-handshakes This includes the case in which the client supports RFC-5746 and the
[default setting] case that no data has yet been transmitted over the connection. Since
the aforementioned attack consists of pre-pending plain text, if no data
has yet been received, the re-handshake is safe. This is of limited use
as from the client's perspective, the re-handshake is actually the first
handshake, so the client cannot know whether the connection is under
attack. This option is therefore mostly provided for backward
compatibility with clients that have yet to be upgraded to support RFC-
5746. Note that since this setting allows re-handshakes it still leaves an
installation potentially open to the DoS attack mentioned above.

Only if client uses RFC 5746 Renegotiation handshakes are only allowed if the client supports
(Secure Renegotiation Secure Renegotiation as defined in RFC-5746. Note that since this
Extension) setting allows re-handshakes it still leaves an installation potentially
open to the DoS attack mentioned above.

Never allow Reject all attempts at a renegotiation handshake. This is the most
secure method as it protects against both MitM and DoS attacks.
However, service failure is possible if, for example, some aspect of your
installation depends on client-side renegotiation.

If SSL 3.0/TLS re-handshakes are allowed, you can use the ssl!min_rehandshake_interval setting to define
the minimum time interval (in milliseconds) permitted between handshakes on a single SSL 3.0/TLS
connection. The time interval starts when the opening handshake is initiated and is reset at the beginning of
every re-handshake. To disable the minimum interval for handshakes, use a setting of O (zero).

If the Traffic Manager acts as an SSL server (ssl_decrypt is set to "Yes" in a virtual server) and a renegotiation is
triggered by the Traffic Manager itself via the TrafficScript function ssl.requirecert (), the resulting
renegotiation will not be subject to the rate limit.

SMTP (Simple Mail Transport Protocol)

SMTP is a server-first protocol, with one additional capability. For improved security, an SSL client can request
that an SMTP connection is encrypted using SSL (also known as TLS).

If you configure a virtual server to use the SMTP protocol, it behaves like a regular Generic Server First protocol
(for further information, see “Server-First Protocols” on page 163). Pulse Secure recommends you configure
your virtual server with a server first banner. For further information, see “Server-First with "Server Banner"”
on page 165).
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Note that if you enable SSL for an SMTP virtual server, the Traffic Manager provides an additional setting
named smtplexpect_starttls on the Virtual Server > Edit > SSL page. Configure this setting as follows:

No: The virtual server decrypts SSL traffic in the normal way. In other words, expect traffic to be SSL-
encrypted at the very beginning of the connections.

Yes: The Traffic Manager processes traffic in plain text, as if it were unencrypted. The Traffic Manager
watches for a “STARTTLS” SMTP command from the client and then initiates an SSL handshake to
upgrade the client's connection to SSL.

The Traffic Manager forwards all traffic to the back-end SMTP servers unencrypted (in plaintext) unless you
enable SSL encryption in the pool configuration. If you enable SSL encryption, the Traffic Manager encrypts the
connection from the outset, rather than using the STARTTLS SMTP command.

FTP

The FTP protocol is used to transfer files from client to server. An FTP session consists of:

A control connection, initiated by the client to port 21 (typically) on the remote server; this connection is
received and proxied by the Traffic Manager.

One or more data connections that are created on-the-fly as a result of commands sent down the
control connection; these connections may be initiated by the server to the client (“active mode”) or by
the client to the server (“passive mode”).

The Traffic Manager's ‘FTP' virtual server type includes a full FTP proxy that intercepts and manages the
requests to create additional data connections. The Traffic Manager proxies the data connections just as it
proxies the control connection, supporting both the active and passive modes of data transfer.

The proxy fully supports all commonly used FTP data connection commands, including the long (RFC 1639)
and extended (RFC 2428) versions. The proxy does not support the RFC 4217 encryption control statements
("AUTH TLS", "AUTH SSL", “CCC"), and removes these commands from the control stream.

Note: Consider source port should not be used with any Traffic IP Addresses that are used by FTP virtual servers
(see the ).

FTP Security

FTP is not a secure protocol. Passwords are not used for “anonymous” file transfers which are common across
the public Internet, but where passwords are needed, they are sent in plain text and vulnerable to
eavesdropping. If this is of concern, alternative protocols such as SCP, WebDAV or SSL-wrapped FTP (see the
SSL-Wrapped FTP section of this chapter) must be used.

A second concern is the ease with which an eavesdropper can snoop on the dialog that prepares the client
and server for a data connection, and can then step in and initiate the connection to the listening party.

For example, when an Active FTP connection is set up, the client informs the server of the local client port that
the server should connect to in order to establish the data connection. An eavesdropper could step in and
connect to the client's local port before the server does, and then capture any data the client sends (or return
a fake file to the client).
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The FTP protocol does not have any built-in security measures to authenticate connections and to prevent this
from happening, but many modern FTP clients and servers will check the source IP address of incoming
connections to verify that they originate from the remote FTP agent they are communicating with. This
behavior is enabled by default in the Traffic Manager - click Virtual Server > Edit > Protocol Settings and
examine the settings in the “FTP-Specific Settings” section of that page:

Setting Description

ftp_force_client_secure Verify that all passive data connections originate from the client's IP
address. Default: "yes".

ftp_force_server_secure Verify that all active data connections originate from the server's IP
address. Default: “yes".

port_range Specify the range of destination ports used for data connections; these
ports might need to be permitted through intervening firewalls so that,
for example, clients can make passive connections to the Traffic
Manager.

FTP Source Ports

The FTP specification recommends that FTP server data connections should use a source port one below the
FTP service port. The typical FTP service port is port 21, so the data source port is recommended to be port 20.

In practice, the vast majority of FTP clients and servers ignore this recommendation because it has security
implications and does not provide any additional assurance or authentication. By default, the Traffic Manager
will select high port numbers on a random basis for FTP data connections that originate from the Traffic
Manager.

Specifying the Source Port

To specify a source port that a virtual server must use, use ftp_data_source_port (in Virtual Server > Edit >
Protocol Settings > FTP Settings). This is often required when an upstream firewall is used to block outgoing
connections, other than those permitted with an explicit policy (for example, source port and IP).

FTP software in a Unix/Linux environment requires certain permissions to issue requests from low ports
(lower then 1024), such as port 20. By default, the Traffic Manager drops these permissions early (principle of
least privilege), so attempts to configure ftp_data_source_port to a low value will fail. If you wish to use low
ports, enable the setting ftp_bind_data_low in System > Global Setting > System Settings; this will cause
the Traffic Manager relinquish fewer permissions so that it retains the ability to bind to low ports.

On modern Linux platforms only the privilege to bind to low ports is kept, while on UNIX variants full root
privileges is retained.

SSL-Wrapped FTP (FTPS)

The Traffic Manager supports the pre-RFC 4217 use of FTPS (referred to as “Implicit FTPS” or “SSL-wrapped
FTP"). In this implementation, the control port is encrypted from the very beginning; the data connections are
generally encrypted but can operate in plain text if desired.
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The virtual server protocol type for SSL-wrapped FTP is “FTP"; the virtual server and pool can be independently
configured to decrypt or encrypt the control channel communications.

Controlling the Control Channel
Use the following settings:

ssl_decrypt (Virtual Server > Edit > SSL Decryption): Enables SSL decryption for client-side
connections. For more information on configuring SSL decryption, see “Setting Up SSL Decryption” on
page 206.

ssl_encrypt (Pool > Edit > SSL Settings): Enables encryption of the control connection before the
Traffic Manager sends it to a back-end server. For more information, see “SSL Encryption” on
page 221.

The Traffic Manager's FTP proxy disables the encryption control statements ("AUTH TLS”, "AUTH SSL”, “CCC") in
RFC 4217 so that they cannot interfere with the established SSL-wrapped FTP session.

Controlling the Data Channel

The Traffic Manager can decrypt the data channel or leave it unmodified: this behavior is controlled by the
Virtual Server > SSL Decryption setting ftp!ssl_data.

If enabled, ftp!ssl_data will cause the virtual server to decrypt all data connections using the same
public certificate as is used for the control port. Note that the FTP virtual server must also be
configured to decrypt SSL with ssl_decrypt.

If disabled, the virtual server will pass all data through unmodified. If the back-end server wishes to use
SSL on the data connection, the client can negotiate directly with the back-end server, with the Traffic
Manager as an intermediate proxy.

Note that on the server side, the Traffic Manager will encrypt the data connection if either:

The virtual server setting ssl_decrypt is disabled (the virtual server is not decrypting SSL), and the pool
setting ssl_encrypt is enabled (the pool is encrypting the server-side of the data channel). In this case,
data communications with the clients will be in plain text.

The virtual server settings ssl_decrypt and ftp!ssl_data are both enabled (the virtual server is
decrypting SSL), and the pool setting ssl_encrypt is enabled (the pool is encrypting the server-side of
the data channel). In this case, data communications with the clients will be encrypted.

Use Cases for SSL-Wrapped FTP

Use Case 1: Servers and Clients Support SSL-Wrapped FTP

In this use case, all parties support and use SSL-wrapped FTP and the Traffic Manager acts as a load-balancing
proxy, connecting clients to servers. The Traffic Manager decrypts and re-encrypts the control connection
internally so that it can be inspected, and the Traffic Manager can optionally decrypt and re-encrypt the data
connection.

Enable SSL decryption (virtual server: ssl_decrypt) and SSL encryption (pool: ssl_encrypt) so that the
Traffic Manager can inspect and proxy the control channel, and create data connections dynamically.
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Optional: enable ftplssl_data. If disabled, clients and servers can negotiate whether or not to use
encryption on the data connections. If enabled, the Traffic Manager will require clients to use SSL for
data transfers.

Note: Enabling ftp!ssl_data brings two benefits: First, certificate management is easier as all connections are
encrypted and authenticated against the Traffic Manager virtual server certificate. Second, the Traffic Manager
will force all clients to use SSL for their data connections.

Without ftplssl_data, you would need to synchronize certificates across the Traffic Manager and the back-end
servers, and you could not prevent clients and servers from using plain text (unencrypted) data connections.
However, these benefits come at the cost of additional SSL processing on the Traffic Manager system.

Use Case 2: Clients Support SSL-Wrapped FTP; Servers Do Not

This configuration can be used with FTP servers that do not support SSL or in situations where the Traffic
Manager and FTP servers are in close proximity and there is no need to secure the network connections
between them:

Enable SSL decryption (virtual server: ssl_decrypt), but do not enable SSL encryption (pool:
ssl_encrypt). The Traffic Manager will decrypt SSL-wrapped FTP from the client, and pass it in plain-text
to the FTP servers in the pool.

Recommended: enable ftplssl_data. If disabled, clients and servers will always use plain text
(unencrypted) connections for data transfer. If enabled, the Traffic Manager will force clients to use SSL
for data transfers.

This use case illustrates an easy way to upgrade your FTP services to SSL-wrapped FTP without requiring any
server modifications.

Real-Time Streaming Protocol

The Real-Time Streaming Protocol (RTSP) allows a client to establish and control either a single or several time-
synchronized streams of continuous media, such as audio and video servers. Applications based on RTSP act
as a video-like remote control panel for multimedia servers. Some servers also use the Session Initiation
Protocol (SIP) combined with RTSP in the same conference.

RTSP is used by client applications such as QuickTime, MPlayer, VLC, Windows Media Player and RealPlayer.

The Traffic Manager is able to recognize and manage RTSP traffic, allowing users to load balance a pool of
media servers that handle this type of traffic.

The figure below shows the usual layout of a RTSP connection. An RTSP client will establish a TCP connection
to an RTSP server, via the Traffic Manager, over which RTSP requests will be issued. This is the control channel.
The media data itself may be sent independently over UDP (the most common scenario), or multiplexed over
TCP using the same connection.

Alternatively HTTP may also be used for data delivery. Note that the client and server negotiate during the
setup if the underlying transport protocol to be used is UDP or TCP; this configuration is not done from the
Traffic Manager.
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FIGURE 43 A Traffic Manager acting as a load balancer for standard RTSP content traffic

Sources of RTSP content RTSP clients (Realplayer,
(audio, video) Windows Media, etc.)
RTSP
Server 1

RTSP
Server 2
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RTSP
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RTSP itself only controls the transport of the media. The protocols involved in a full media transaction can
include the following:

RTP: Real-time Transport Protocol, used to transport the data.
RTCP: Real Time Control Protocol, used to provide extra information for an RTP stream.

RDT: Real Data Transport, a proprietary data delivery format from Real Networks that transports the
data stream.

From a functional point of view, the use of a Traffic Manager for the handling of RTSP:

Reduces the stress on the servers and allows load balancing across a pool of RTSP servers.
Customizes and improves the performance, by using TrafficScript rules.

Provides session persistence in the case of a server failure.

Setting Up an RTSP Service
RTSP runs over port 554 by default. To manage an RTSP service with the Traffic Manager, create a virtual server
listening on port 554 (or an alternative port if appropriate), and select the protocol type “RTSP”.

Your virtual server will need to use additional ports to stream content over UDP. To specify a range of ports,
use the Protocol Settings page for the RTSP virtual server. In the “RTSP-Specific Settings” section you can
modify the port range. Pulse Secure recommends that you enter the largest range possible.
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FIGURE 44 Configuring the port range for RTSP

Protocol
Settings

Virtual Server: RTSP Service (RTSP, port 554) Unfold all / Fold All

Settings controlling how the virtual server communicates with the remote client.

¥ RTSP-Specific Settings

How the virtual server handles RTSP traffic.

If non-zero data-streams associated with RTSP connections will timeout if no data is transmitted for this
many seconds.

rtsp_streaming_timeouwt: |30 seconds

The virtual server needs to bind to additional ports for UDP streams between the client and server to allow
streaming data delivery. You may need to allow these ports through vour firewall.

Specify a port range: Yes ® No

Lowest port: Highest port:

The total number of ports needed depends on the transport method and specific servers used, the specific
player used by the clients and the format of the files to be streamed. For example, in a system with 100 active
clients, up to 8 ports per client might be needed, giving us a total number of 800 ports.

Session Initiation Protocol

Session Initiation Protocol (SIP) is an application-layer control protocol that can initiate, control, modify or
terminate sessions with one or more participants. SIP is typically used for telephone and video calls, streaming
multimedia distribution and conferencing. The SIP protocol offers the following features:

User location
User availability
User capabilities
Session setup

Session management

Features of SIP
This section outlines the features of SIP in more detail.
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User Location: When a user activates a SIP device (for example, a SIP phone), it registers its current
location with a SIP server. The user can then be contacted at the server's domain. Each user can have
several devices in different locations registered with a server at the same time.

When someone attempts to contact the user, the message will arrive at the server. The server will then
choose one or several of the user's registered locations to forward the message to.

User Availability: When a SIP device receives a message it can respond in several different ways. The
response might be determined by user input - for example the user answering an incoming call.
Alternatively, the response might be automatically generated, for example if the device is already in use
a "Busy” response might be returned. The server will decide what to do with this response - it might
send it back to the caller or it might try sending the original message to a different location.

If the user has no devices registered with the server then they are considered to be unavailable.
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User Capabilities: SIP devices are able to query other SIP devices to learn what capabilities they have.
Communication can then take place using the features that both devices support.

Session Setup: SIP can be used with the Session Description Protocol to establish a direct
communication channel between two devices. This communication channel is then used to transmit
session data, such as voice data in the case of a telephone call, while the SIP channel is used to send
control information, such as a request to disconnect the call. Session data is typically transmitted using
the Real-Time Transport Protocol (RTP).

Session management: SIP controls termination of sessions and transfer of sessions between different
devices. It is also possible to change the parameters of an established session using SIP.

SIP supports both IPv4 and IPv6, and operates over TCP and UDP.

The Traffic Manager and the SIP Protocol

The Traffic Manager load-balances SIP traffic between SIP proxy servers, creating a SIP infrastructure with high
availability, reliability and extensibility. The figure below shows an example of a SIP network that includes a
Traffic Manager. The SIP phones are typically located at the users' individual locations, while the Traffic
Manager, the SIP proxy servers and the location database are owned by a SIP service provider.

FIGURE 45  Detail of how an IP phone call using SIP would work with a Traffic Manager

Proxy server Bob
Invite to cluster IP: 198.51.100.231
sip:bob@mydomain.com

Register or
Lookup Bob=198.51.100.231

Mark=198.51.100.230
Bob=198.51.100.231
Louise=198.51.100.232

SIP registry
database

When working with SIP traffic, the Traffic Manager provides the following features:

Load-balance SIP requests between SIP proxy servers with customizable load-balancing algorithms.

Maintain session persistence so all requests that are part of the same session will be sent to the same
proxy server (by default, the Traffic Manager persists on the SIP "Call-ID" header).

Modify SIP request and response packets as they pass through the Traffic Manager using RuleBuilder
and TrafficScript rules.

Issue responses to incoming requests without sending them to a proxy server.

Monitor the health of the proxy servers in use and direct traffic away from them when they go down.
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Act as a gateway for all SIP data and session data when all clients are in a private network.

Protect against Denial of Service attacks and malicious data.

Configuring the Proxy Servers to Support Traffic Management

The Traffic Manager is most effective when used in front of a series of SIP proxy servers, such as Oracle/
Weblogic SIP server or SIP Express Router (SER). To work in this configuration, the proxy servers must
recognize the domain clients use to contact the Traffic Manager as one they are responsible for. For example,
if sip:user@example.com resolves to the IP of the Traffic Manager, then the proxy servers must be responsible
for the domain example.com. The proxy server will then process the request instead of forwarding it to that
domain, which would result in the request looping between the Traffic Manager and the proxy server.

Alternatively, if your proxy servers do not support domains, go to the Virtual Servers > Edit > Protocol
Settings page of the Admin Ul and enable the rewrite_request_uri option. Enabling this option will tell the
Traffic Manager to replace the URI in each request it receives with the URI of the proxy server it sends the
request to.

Setting Up a SIP Service on the Traffic Manager

To create a new SIP service, use the Manage a new service wizard. Specify a suitable name for the service,
and choose either the SIP over TCP protocol or the SIP over UDP protocol. The default SIP port is 5060 for
both TCP and UDP services. This wizard will set up a new SIP virtual server and pool with the details provided.

For your SIP virtual server to operate correctly, it must listen to all the IP addresses used to send or receive a
SIP request. To do this, navigate to the Virtual Servers > Edit > Basic Settings page and locate the Listening
on setting. Ensure that "All IP addresses" is selected (this is the default).

You can also use both the UDP and the TCP protocols on the same port by creating two virtual servers and
assigning one of the protocols to each virtual server.

ATTENTION
When using the Traffic Manager in a SIP infrastructure, SIP requests are sent to the client on a different

connection to the one used when they register with a SIP proxy server. As a result, the client's firewall must be
configured to allow SIP requests through to the phone. Some firewalls will do this automatically, whereas others
will need to be configured to forward requests on port 5060 to the user's phone.

SIP Operation Modes on the Traffic Manager

A SIP virtual server can run in three different operational modes: “SIP Routing”, “SIP Gateway”, and “Full
Gateway”. This setting affects how much involvement the Traffic Manager has over control information (SIP
messages) and session data (typically RTP data in voice and video communication).

To define the SIP operational mode, edit your virtual server SIP settings in the Traffic Manager admin interface
by clicking Virtual Servers > Edit > Protocol Settings > SIP-specific settings.



FIGURE 46 SIP virtual server settings
¥ SIP-Specific Settings
How the virtual server handles general SIP traffic.

The virtual server should discard a SIP transaction when no further messages have been seen within this time.

sip_transaction_timeout: 30 seconds

When timing out a SIP transaction, send a 'timed out' response to the client and, in the case of an INVITE transaction, a
CANCEL request to the server.

sip_timeout_messages: @ Yesg Mo

The mode that this SIP virtual server should operate in.
sip_mode: SIP Routing
@ SIP Gateway

Full Gateway ...

Replace the Request-URI of SIP requests with the address of the selected back-end node.

sip_rewrite_uri: Yes @ Mo

Should the virtual server follow routing information contained in SIP requests. If set to e requests will be routed to the chosen
back-end node regardless of their URI or Route header.

sip_follow_route: @ Yes Mo

The action to take when a SIP request with body data arrives that should be routed to an external IP.
sip_dangerous_requests: @ Send the request to a back-end node

Send a 403 Forbidden response to the client

Forward the request to its target URI (dangerous)

SIP clients can have several pending requests at one time. To protect the traffic manager against DoS attacks, this setting
limits the amount of memory each client can use. When the limit is reached new requests will be sent a 413 response. If the
value is set to o (zero) the memaory limit is disabled.

sip_max_connection_mem: §5536 bytes

The different modes of operation are described below:

+ SIP Routing: Select this option to load-balance SIP sessions between your SIP proxy servers. The first
SIP request and all responses to it will pass through the Traffic Manager and can be inspected and
manipulated by RuleBuilder and TrafficScript rules.

The Traffic Manager will not add a Record-Route header field to the request. As a result, future
requests that are part of the same session will not pass through the Traffic Manager but will instead go
straight to the server that the original request was sent to.

In a typical SIP session, this means the INVITE request and all responses to it will pass through the
Traffic Manager. Any subsequent requests that manage this session, such as BYE requests, will not pass
through the Traffic Manager.

- SIP Gateway: Select this option to inspect every SIP request that is part of a session. When a request
passes through the Traffic Manager, the Traffic Manager will add a Record-Route header field to it so
that future requests that are part of this session will be routed through the Traffic Manager. All of these
requests and the corresponding responses can be manipulated with RuleBuilder and TrafficScript
rules.

In a typical SIP session, all the control messages such as INVITE and BYE will pass through the Traffic
Manager, but the session data itself will not. This is the default mode of operation for SIP virtual servers
in the Traffic Manager.
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Full Gateway: Select this option to make all session data pass through the Traffic Manager. This mode
is useful if all your SIP clients are on the same network as your Traffic Manager and the Traffic Manager
is acting as a gateway to the Internet.

In this mode, all control messages such as INVITE and BYE will pass through the Traffic Manager. The
Traffic Manager will modify any Session Description Protocol information contained in the body data of
a request or response so that the session data also passes through the Traffic Manager.

You can choose to specify a port range that will be used for the session data. You can also specify how
long the Traffic Manager will wait before closing the session data connection when no data is being sent
over it.

Additional SIP Settings

The Protocol Settings page also offers some additional settings that affect the behavior of the Traffic Manager.
These settings are:

Setting Description

sip_transaction_timeout SIP requests and responses are grouped into transactions. There are
two types of transactions in SIP: INVITE transactions and Non-INVITE
transactions. An INVITE transaction consists of an INVITE request,
followed by a series of responses. If the final response was not a '200
OK' response then it is followed by an ACK request. A Non-INVITE
transaction consists of a request followed by zero or more responses.
A client can send several different transactions over the same
connection.

When no further messages that are part of a particular transaction
have been seen for the time specified in sip_transaction_timeout,
the Traffic Manager will reclaim the resources associated with the
transaction.

If the transaction is not complete when it times out, the Traffic
Manager will issue a 408 request timeout response to the client.

Sip_rewrite_uri If set, this option tells the Traffic Manager to replace the URI of
incoming requests with that of the back-end node the Traffic Manager
has selected. For example, if a request arrives with the URI
“sip:bob@example.com” and the Traffic Manager is responsible for the
domain example.com, then the request that is sent to the back-end
node will be sip:bob@192.0.2.1:5070 if the back-end node's IP is
192.0.2.1 and its SIP server is running on port 5070.

This setting is useful if your SIP proxies do not check the domain of the
user when looking up their location.
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Setting Description

sip_follow_route If set, this option tells the Traffic Manager to follow the routing
information contained within incoming requests. If there is a Route
header the request will be sent to the corresponding destination. If
there is no Route header, the request will be sent to the destination
specified by the URI. If the URI points to the Traffic Manager then the
request will be sent to the pool as normal.

This behavior can be overridden by the sip_dangerous_requests
setting. For example, if a request arrives that contains body data and a
Route header, the Route will be ignored and the request sent to the
pool if sip_dangerous_requests is set to send dangerous requests
to a back-end node.

If sip_follow_route is set to No then all requests will be sent to the
pool and will have a Route header added that corresponds to the
chosen node.

sip_dangerous_requests SIP requests contain their own routing information, and as such it is
possible for them to be used to attack a remote computer through an
intermediate machine. The Traffic Manager considers a request
dangerous if its next destination is an external IP and the request
contains body data.

The Traffic Manager can handle potentially dangerous requests in
several ways:

It can send the request to a back-end node. This option is useful if
your SIP proxy servers are responsible for domains that do not
resolve to the Traffic Manager's IP. This is the default setting for
potentially dangerous requests.

It can send a 403 Forbidden response back to the client. This
option is useful if you want to reject any requests that are not
addressed to your Traffic Manager's domain.

It can forward the request to its target URI. Selecting this option
means SIP requests will be routed normally. Use this setting when
you want your virtual server to handle outbound SIP traffic.

sip_max_connection_mem A client can send multiple SIP requests on the same connection and
receive responses to them in any order. To stop a client from having an
excessive number of active requests awaiting a response, the Traffic
Manager can limit the maximum amount of memory each connection
can allocate.

This setting specifies how much memory the Traffic Manager should
allow each connection to use before refusing new requests with a “413
Request Entity Too Large” response. If this value is set to O then the
memory limitations are removed, however this will leave the Traffic
Manager more vulnerable to a Denial of Service attack.
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UDP-based SIP services additionally use the following setting, found in "UDP-Specific Settings":

Setting Description

sip_udp_associate_by_source  Specifies whether all datagrams sent by the client in a SIP UDP
transaction must be sent from the same IP address and port.

The setting is enabled by default. If disabled, the IP address from which
a datagram has been sent is not taken into account by the Traffic
Manager when identifying the transaction to which a datagram
belongs.

Note: The client IP address to which the Traffic Manager sends
response datagrams remains unchanged, even if datagrams are
received from an IP address different to that from which the first
datagram in a transaction was received.

Communicating with UDP-Based SIP Servers

Typically, UDP-based SIP servers respond to requests much like TCP-based SIP servers - by sending the
response from the same port on which they received the original request. This behavior is not explicitly
required, however, and some SIP servers might respond from a different port or even from a different IP to the
one on which it received the corresponding request.

The Traffic Manager caters for this behavior with a configuration setting udp_accept_from on the Pools > Edit
> Protocol Settings page (where the pool is used by a UDP service). Use this setting to select how the Traffic
Manager receives responses to UDP requests, from the following options:

Only the IP address and port to which the request was sent.

Only the IP address it was sent to but any port.

A specific set of IP addresses but any port.

Any IP address and any port.
If you choose to only accept responses from a specific set of IP addresses, type a CIDR Mask (such as
198.51.0.0/16) into the box provided.

These settings provide a varying degree of trade-off between security and compatibility. Allowing responses
from multiple IP addresses can pose a greater security risk due to the increased possibility of fraudulent
responses, yet certain SIP servers might require this functionality to communicate correctly. Select the option
that most closely matches your requirements.

An associated setting is provided for SIP (over UDP) Health Monitors. For further details, see “Built-in Health
Monitors” on page 233.

To limit the maximum amount of time a server node is permitted to take after receiving a UDP request from a
client, set udp_response_time to the required number of seconds. A value of "0" (the default) disables the
timeout counter; meaning servers that do not send replies are not automatically marked as having failed.
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ATTENTION
Requests sent to an IPv4 address expect a response back from an IPv4 address only. Conversely, requests sent

to an IPv6 address allow a response back in either IPv4 or IPv6 form.

Proxy Protocol

Proxy Protocol is a connection-level protocol used for communicating the source and destination details of a
TCP connection between proxies and other traffic routing/processing devices in the network.

Proxy Protocol enabled clients and servers add the original source and destination IP addresses and ports to a
"PROXY" header in the request. This header remains unchanged irrespective of any modifications made to the
connection by a proxy, such as the Traffic Manager, during its lifetime.

The Traffic Manager supports the use and processing of Proxy Protocol version 1 in your virtual servers, using
plain text headers, on client side connections only.

Note: You can add PROXY headers to server side connections through TrafficScript, although the Traffic
Manager does not perform any processing on such connections.

To enable Proxy Protocol support for a virtual server, click Services > Virtual Servers > Edit > Protocol
Settings > TCP Connection Settings and set proxy_protocol to "Yes".

Since PROXY header parsing is done on connection setup, the header contents are available through
TrafficScript in a request rule (and at later stages). For information concerning the applicable TrafficScript
functions, see the Pulse Secure Virtual Traffic Manager: TrafficScript Guide.

All connections handled by a Proxy Protocol enabled virtual server must have a valid PROXY header. If the
header is missing or malformed, the connection is dropped. Alternatively, if your virtual server has client
connection failure logging enabled, the Traffic Manager reports an error in the event log.

You can also record PROXY header data items in the request log, or observe the contents of the PROXY header
on the Activity > Connections page in the Admin Ul.
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Session Persistence

This chapter explains how the Traffic Manager is used to provide persistent sessions (also known as sticky
sessions) between clients and back-end servers.

It contains the following sections:

What IS Session PersistenCe?. . ... i e 185
Configuring Session PersistenCe . . ..ot e e 186
Session Persistence with UDP protocols . ......ooii i i e 195
EXAMIPIS. ot e e 195

What Is Session Persistence?

Many classes of requests from clients can be load-balanced across a pool of back-end servers. Multiple
requests from one client can be shared across the back ends with no disruption to service. However, there are
certain exceptions, such as server applications which depend upon storing information about a client locally,
which may not readily be load-balanced in this way. These include:

Web mail applications that track a user’s login by storing files on disk.
Shopping carts that store the contents of a client’s cart on disk or in memory.

Programs or protocols with a higher start-up time than normal (such as Java applications or SSL
connections).

In these situations, the Traffic Manager can ensure that requests are mapped to the same back-end server for
each request, for the duration of the client’s session:

When the Traffic Manager receives a new connection, it uses its load balancing logic to choose a node for that
connection. The Traffic Manager then records the chosen node in a session persistence map.

When another connection in the same session is received, the Traffic Manager uses the node that was chosen
previously.

In this way, all connections in the same ‘session’ are pinned to the same back-end node. The session
persistence class in use defines how a session is identified, and you can refine this decision using several
TrafficScript methods.

Session persistence classes can be used to direct all requests in a client session to the same node. This may be
necessary for complex applications, where an application session may be maintained over a number of
separate connections. Examples of this include Web-based shopping carts, and many complex UDP-based
protocols.

Session persistence should only be used when necessary. It effectively bypasses the load-balancing process
for all but new sessions, so unless it is necessary to send all requests from the same client to the same back-
end node, response times will be better without session persistence.
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Configuring Session Persistence

Session persistence is configured via the Catalog. Session Persistence Classes are added to the catalog, and
can then be assigned to a pool, or selected in a TrafficScript rule.

When TrafficScript is not being used, Session Persistence is enabled on a per-pool basis. You can define
multiple pools, and enable session persistence only for those that require it. Note that a back-end server can
be in more than one pool.

Several pools can refer to the same session persistence class to share session persistence mappings. For
example, a pool containing some HTTP nodes (on port 80) and a pool containing the same nodes running
HTTPS services (on port 443) can share the session persistence mappings for users to the services.

When TrafficScript is being used, Session persistence can be overridden with a TrafficScript command. The
Traffic Manager will use the Session Persistence Class specified for the pool which handles the request unless
this command is used.

Enabling Session Persistence

To view and edit Session Persistence classes, click Catalogs > Persistence. To create a new class, type a name
in the box labeled “Create new Session Persistence class” and click Create Class.

The Admin Ul now shows a summary of the settings for your new Session Persistence Class.
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FIGURE 47 Session Persistence class settings

Name: ‘501 |

The type of session persistence to use.
type: » IP-based persistence ...
Send all requests from the same source address or subnet to the same node.
If the subnet prefix length is 0, requests from the same IPv4 or [Pv6 source address will be sent to the same node.
If the subnet prefix length is specified, requests from the same IPv4 or IPv6 subnet, based on that prefix length, will be sent to the same node.

IPv4 subnet prefix length: _
IPvE subnet prefix length: _

' Universal session persistence
Use session persistence data supplied by a TrafficScript rule.
d Node ion persi
Use a node specified by a TrafficScript rule,

. Transparent session affinity
Insert kies into the resp to track

' Monitor application cookies ...
Monitor a specified application cookie to identify sessions.

 J2EE session persistence
Monitor Java's JISESSIONID cookie and URLs

_ ASP and ASP.NET session persistence
Monitor ASP session cookies and ASP.NET session cookies and cookieless URLs.

' X-Zeus-Backend cookies
Inspect an application cookie named "{-Zeus-Backend' which names the destination node.

'\ SSL Session ID persistence
Use the SSL Session ID to identify sessions (SSL pass-through enly).

The action the pool should take if the session data is invalid or it cannot contact the node specified by the session.

failuremode: ® Choose a new node to use

' Redirect the user te a given URL ...

' Close the connection (using error_file on Virtual Servers > Edit > Protocol Settings)

Whether or not the session should be deleted when a session failure occurs. (Mote, setting a faillure mode of 'choose a new node’ implicitly deletes the session.)

delete: ® Yes ' No

A description of the session persistence class.

note:

Selecting a Persistence Method

By default, new Session Persistence Classes are configured with “IP-based Persistence” selected. The following
alternatives are available when session persistence is required:

Applicable Description
Protocols
IP-based persistence Al Send all requests originating from the same source
IP address (or optional subnet range) to the same
node.
Universal session Al This class allows you to persist sessions based on
persistence any information in a request by setting a unique
persistence key in a TrafficScript rule.
Named Node persistence | All With this method, a TrafficScript rule can direct the
connection to a specific node.
Transparent session HTTP, HTTPS Insert cookies into the response to track sessions.
affinity
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Method Applicable Description
Protocols
Monitor application HTTP, HTTPS Monitor a specified application cookie to identify
cookies sessions.
J2EE HTTP, HTTPS Monitor Java's JSESSIONID cookie and its URL-
rewriting fallback.
ASP and ASP.net HTTP, HTTPS This method allows both types of ASP sessions to

be processed using session persistence.

X-Zeus-Backend cookies | HTTP, HTTPS Inspect an application cookie named “X-Zeus-
Backend”, which names the destination node.

SSL Session ID SSL protocols Use the SSL Session ID to identify sessions.
persistence

IP-Based Persistence

When IP-based persistence is selected, the Traffic Manager tracks and stores the originating IP address for
each request to this pool. When the Traffic Manager receives further traffic from the same IP address, it uses
the stored session map information to send requests to the back-end server node it used previously.

You can optionally specify an IPv4 or IPv6 subnet prefix length to ensure requests from the same IP subnet are
sent to the same node. This can help to limit the size of the IP session maps maintained by your Traffic
Manager cluster.

Some specialized mobile clients might change their IP address during a session, and some clients might share
IP addresses (for example, through a proxy server), so this persistence type might not be suitable for some
environments.

However, since IP-based persistence is completely transparent and is not protocol-dependent, it is useful for
guaranteeing persistent connections for difficult protocols or applications.

IP session maps are shared by all Traffic Manager instances in a cluster. Requests received by different Traffic
Managers are directed to the correct node, and if one Traffic Manager fails, the other Traffic Managers are
aware of the IP session maps it was maintaining.

Universal Persistence

Universal session persistence uses a persistence key, defined in a TrafficScript rule, and seeks to direct all
connections with the same persistence key to the same back-end node.

The persistence key is specified in a rule by the connection.setPersistenceKey () TrafficScript function.
This allows persistent sessions based on any information in a request; see “Universal PHP Persistence” on
page 195 for an example.

Universal session persistence maps are shared by all Traffic Manager machines in a cluster. Requests received
by different Traffic Manager machines will be directed to the correct node, and if one Traffic Manager fails, the
other Traffic Managers are aware of the universal session maps it was maintaining.
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ATTENTION

Note that when using Universal Session Persistence with the SIP protocol over UDP, session persistence will
only be applied to the first request sent by a client. All subsequent requests from the same client will be sent to
the same node as the first request, even if they have been assigned a different session persistence key.
Universal Session Persistence should therefore be used with SIP only when you want all requests from the same
client to be directed to the same server.

Named Node Persistence

Named Node session persistence can be used to direct the connection to a specific node in a pool. It gives
very fine-grained control over how requests are routed.

A TrafficScript rule can use the connection.setPersistenceNode () function to specify precisely which
node should be used in the session persistence decision. For example, when a new connection for a Remote
Desktop service is received, a rule could query an external database to determine the node which hosts that
user’'s desktop, and then use the connection.setPersistenceNode () function to direct the connection
to that node.

Transparent Session Affinity

Transparent session affinity inserts cookies into the HTTP response to track sessions. This is generally the most
appropriate method for HTTP and SSL-decrypted HTTPS traffic as it does not require the nodes to set any
cookies in their response.

Transparent session maps are stored in a client-side cookie named "X-Mapping-xxxxxx", where "xxxxxx" is a
unique identifier. All Traffic Managers in a cluster inspect the value of this session cookie and send the session
to the same server node.

By default, the session cookie is inserted only if the corresponding request does not already contain a
matching cookie. To force the Traffic Manager to insert the session cookie into every response sent to the
client, enable "Set the cookie in every response”. By including the session cookie with every response to the
client, a TrafficScript response rule can then examine or modify the session cookie or any directives it might
have.

To set HTTP cookie directives that the Traffic Manager should include with the session cookie, use the
"Directives to include in the cookie" setting. For example, by adding the directive "Secure", most clients include
the session cookie only with requests that are sent over a secure (HTTPS) connection. This allows a user to
keep the use of the "X-Mapping-" session cookie out of sight from third parties who might see the contents of
any insecure connection to the same destination.

To add more than one directive, use a semi-colon separator. For example, if both the "Secure" and "Max-Age"
directives are used, specify the directive list as "Secure; Max-Age=3600".



Monitor Application Cookies

Application cookie persistence monitors a named cookie in the HTTP response from the node. For example,
PHP applications may generate session cookies named “PHPSESSID” that the clustered PHP application could
track and index session state. This persistence method directs a request to the same server node if it contains
an application cookie. You need to specify the name of the application cookie you wish to monitor.

Application cookie session maps are stored in a client-side cookie "K-CookieName-xxxxxx", where
“CookieName” is the name of the monitored cookie, “xxxxxx" is an opaque string that identifies the session
persistence class, and the value of the cookie is an opaque string that identifies the preferred node. All Traffic
Manager machines in a cluster will inspect the value of this session cookie and send the session to the same
server node.

If the back-end server changes the value of the application cookie, the session is still valid and clients will
continue to be directed to the same server node.

J2EE JSESSIONID Cookies/URL

J2EE JSESSIONID cookies/URL persistence monitors both the JSESSIONID cookie (as for application cookie
persistence) and the jsessionid path parameter. These are defined in the Java extension specification (v2.4)
and are used by Java extension containers such as BEA WebLogic, IBM WebSphere Application Server, JBoss/
Tomcat and others.

J2EE session maps are shared by all Traffic Manager machines in a cluster, so requests received by different
Traffic Manager machines will apply the same sessions.

ASP.net Session Persistence

ASP (Active Server Pages) is a server-side scripting protocol created by Microsoft to handle dynamically
generated Web pages. In order to use ASP Session management in a server cluster, the same Web server must
handle all requests coming from a user for the life of the session.

ASP sessions can use cookies or can be cookieless, depending on numerous factors, such as the lack of
support of cookies by the browser or the user disabling them voluntarily.

For cookie-based sessions: The Traffic Manager's ASP Session Persistence class detects and uses the
cookie to identify the client's session.

For cookieless sessions: The Traffic Manager's ASP Session Persistence class detects and uses the ASP
identifier embedded in URLs generated by the ASP application.

ASP session maps are shared by all Traffic Manager machines in a cluster, so requests received by different
Traffic Manager machines will apply the same sessions.

Note that if you have several distinct ASP applications hosted behind a single hostname, each application will
generate its own cookie. You will need to have a separate ASP.Net session persistence class for each
application so that mappings between cookies and nodes are managed independently for each application.
For example, you may inspect the request URL to determine which application is being accessed and select the
session persistence class using the TrafficScript function connection.setPersistence ().



X-Zeus-Backend Cookies

X-Zeus-Backend cookie persistence looks for a cookie named X-Zeus-Backend in each application request. If
the cookie is present, and contains the name of a node in the current pool, the request is sent to that node.
The cookie can be inserted either by a back-end server or by a TrafficScript rule.

Note: This persistence method is deprecated, and provided only for backward compatibility with Zeus Load
Balancer persistence cookies.

SSL Session ID Persistence (SSL Pass-Through Only)

The SSL session ID persistence method sends all SSL traffic with the same SSL session ID to the same server
node. It is only applicable to SSL pass-through traffic, not SSL-decrypted traffic.

Note: Connections using the TLSv1.3 protocol do not use session IDs for session resumption, therefore this
method does not apply in that case.

SSL handshakes are expensive in terms of CPU time, network bandwidth, and latency. The SSL session ID
persistence method reduces the number of SSL handshake operations your nodes perform by ensuring that a
resumed connection is directed to the node that created (and stored) the session.

SSL Session ID session maps are shared by all Traffic Manager machines in a cluster. Requests received by
different Traffic Manager machines will be directed to the correct node, and if one Traffic Manager fails, the
other Traffic Managers are aware of the SSL Session ID session maps it was maintaining.

SSL session ID persistence is not appropriate for application-level session persistence because many SSL
clients regularly renegotiate their SSL session ID. To achieve application-level session persistence you should
either use IP-based session persistence, or decrypt the traffic and use universal session persistence or an
HTTP method if applicable.

Resolving Session Persistence Maps to Nodes

When the Traffic Manager receives a new connection and there is no session persistence information, the
Traffic Manager uses its load balancing logic to choose a node for that connection. The chosen node (IP
address and port) is recorded in the session persistence mapping, which is either internal (in the case of IP,
Universal or SSL session persistence) or in an external cookie (Transparent, Application cookie or X-Zeus-
Backend cookie).

When another connection in that session is received and the Traffic Manager is ready to forward that
connection to a node in a pool, the Traffic Manager inspects the session persistence class in use to determine
if a particular node should be used.

If a node with the same IP address and port exists in the pool for the connection, then the Traffic Manager
sends the connection to that node.

If there is not an exact match, the Traffic Manager searches the pool for any nodes with the same IP address
(but different ports). If just one such node exists, the Traffic Manager sends the connection to that node.

This allows session persistence information to be shared between different pools with different nodes types.
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For example, a Web-based application may use an HTTP interface to manage items in a shopping cart, and a
secure HTTPS interface to manage payment. Session persistence requirements may dictate that users must be
directed to the same physical machine for both HTTP and HTTPS traffic.

Both services (HTTP and HTTPS) could reference the same session persistence class. When a user first
connects to the HTTP service, the Traffic Manager would use the HTTP pool. A session would be established
with a particular node (IP address, port 80) in that pool.

When the user accesses the HTTPS service, the Traffic Manager might use a different pool containing HTTPS
nodes. The session persistence class will then direct the request to the same physical machine (IP address,
port 443) in the HTTPS pool.

Node Failure Options

Sometimes, the node required by the session persistence mapping might not be available. For example, it
might be marked as “failed” by a monitor, or the Traffic Manager might be unable to connect to it.

The Traffic Manager provides alternative actions for sessions currently using that node. Use the failuremode
setting to select one of the following actions:

Action Description

Choose a new node to use The pool discards the session map and chooses a new node, using the
current load-balancing algorithm.

Redirect the user to a given The pool sends an HTTP 302 redirect to the configured location (the
URL... URL setting) as a response to the request. The resource at the redirect
location could display a message, or cause the user to log in again and
establish a new session.

Close the connection The pool immediately closes the connection.

If you select “Redirect the user to a given URL..." or “Close the connection”, use the delete setting to choose
whether to discard or retain the session map. If you set delete to “No” (to retain the session map), where the
client returns and the session's node is available again, the Traffic Manager sends the request to the same
node.

If you select “Choose a new node to use”, the Traffic Manager implicitly deletes the session map.

Draining Connections

Sometimes it is necessary to take a back-end server out of service; for example, to upgrade software, perform
hardware maintenance or to decommission or repurpose it.

A pool's “Connection Draining” capability is designed to facilitate this. When you mark a node as “draining”, the
Traffic Manager stops sending it any new connections. However, any connections that are in a session
previously established to that node are still sent to that node.
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This allows you to safely remove a node from a pool without interrupting either ongoing connections, or
longer-term established sessions. Use the Activity section of the Admin Ul to obtain details of how long a
draining node has been idle, and then make a judgment as to whether all sessions have completed.

For example, suppose you have an e-commerce service and you use session persistence to tie individuals’
sessions to particular back-end nodes. You mark one of your nodes as draining.

No new sessions are established with that node.
Existing, established sessions are allowed to continue with that node.

After 60 minutes, you inspect the Activity > Draining Nodes page in the Admin Ul. You observe that the node
has been idle for 35 minutes. It is most likely safe to conclude that all established sessions have now
completed, and you can remove the node safely.

In practice, the time periods involved in determining whether a node has finished draining will be very much
dependent on the application and user behavior. In setting up the system, an administrator will have to decide
these values in relation to the desired use.

To learn more about how to configure connection draining, see

Configuring Session Persistence Caches

Some session persistence methods use client-side cookies to store the session persistence data. The
remaining session persistence methods use caches in the Traffic Manager, shared automatically across a
cluster, to store session persistence mapping.

For each persistence method that uses a cache, you can configure the maximum number of map entries each
cache can hold. Additionally, for certain methods, you can configure the expiry time for each session map
entry.

Setting an expiry time on cached session maps can help to redistribute load between pool nodes when new
nodes are added, or when nodes recover from a failure. This is especially true in enterprise environments
where the set of clients might be fixed. Configuring a session cache with a limited lifespan can also help when
placing your nodes into a draining state. For further information on draining, see

The Traffic Manager does not actively delete cache entries when they reach the defined expiry time. Instead,
the cache entry time is checked against the expiry value only when the entry is looked up. If the session is still
current, the Traffic Manager returns the session and resets the cache entry time for that session mapping. If
the session is deemed expired, the Traffic Manager deletes it from the cache and establishes a new session.

Note: When a cache fills up faster than the Traffic Manager is able to remove expired session entries, the Traffic
Manager discards the oldest (least recently used) entry when a new entry is added.
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To configure persistence method caches, click System > Global Settings > Cache Settings. The following
table shows the persistence class types, the corresponding cache size setting, and (if applicable) the
corresponding expiry setting:

Persistence Type Cache Size Setting Cache Expiry Setting
(number of entries) (lifespan in seconds)
IP session persistence ip_cache_size ip_cache_expiry
Universal session persistence universal_cache_size universal_cache_expiry
SSL session-id session persistence ssl_cache_size (not applicable)
J2EE session persistence j2ee_cache_size j2ee_cache_expiry
ASP session persistence asp_cache_size (not applicable)
ATTENTION

Cache size and expiry settings are global - the value you set applies equally to all Session Persistence class
instances you create for a particular persistence method.

To monitor the behavior of the caches, plot session persistence cache data values in the Activity Monitor. First,
click Activity to use the Activity Monitor. Next, click Change Data and expand the Cache Values section in the
"Values to monitor" tree. This section contains a sub-tree of persistence cache types. Select/expand the
persistence type you want to monitor from the list, and tick the relevant data items to add to the graph. To plot
the selected values, click Apply.

Key values to help you monitor and size the cache appropriately are shown in the following table:

Setting Description

Entries The number of entries in the cache
EntriesMax The configured maximum size of the cache
Oldest The time since the least recently used entry was last used

After the Traffic Manager has processed a number of sessions, it is normal for the cache to completely fill up.
The Oldest value indicates how long entries are retained without being used or expired out of the cache.

To help you size your cache, you need to consider the rate at which new entries are added to your cache
(entries per second) and the length of time (in seconds) that you want these entries to be retained since they
were last used. Multiply these two values together to get an estimate of the required cache size, and monitor
the Oldest value to check that entries are not prematurely discarded because the cache has filled.

If you need fine-grained control of session persistence records, the most effective means is to use client-side
cookies with specific expiry times, and tie the session persistence to the presence of the cookie.
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Using Session Persistence with Multi-Hosted Traffic IP Addresses

If you use multi-hosted Traffic IP Addresses with the ‘consider source port’ setting enabled, then requests from
one source IP address (i.e. from a client) will be handled by all of the Traffic Managers in your cluster (see
“Creating a Traffic IP Group” on page 87).

In this situation, session persistence methods that rely on state sharing (session maps are shared between the
Traffic Managers) may not work reliably. There is a short delay before session information is propagated across
the cluster, and clients may visit several Traffic Managers during this period, resulting in corruption of the
client’s session persistence mapping.

Session persistence algorithms that depend on state sharing are:

IP-based Session Persistence
Universal Session Persistence

SSL SessionID Session Persistence
J2EE and ASP.NET Session Persistence

Do not use the consider source port setting in any multi-hosted Traffic IP addresses that are used by services
that use any of the above session persistence methods.

Session Persistence with UDP protocols

UDP protocols are not connection oriented, but you will often desire that UDP datagrams in the same session
are routed to the same back-end server.

In the Virtual Servers > Edit > Protocol Settings page, the two settings udp_timeout and
udp_response_datagrams_expected are used to inform the Traffic Manager what the UDP session should
look like.

The UDP session lasts until the number of response datagrams observed is equal to the setting
udp_response_datagrams_expected. For example, if a session completes once the server has sent one
datagram to the client, set udp_response_datagrams_expected to "1".

If the session is long-lived, set udp_response_datagrams_expected to "-1". The UDP session times out if no
further UDP traffic has been observed within udp_timeout seconds.

You can use Session Persistence of various types (typically IP-based or Universal) with UDP if you want to track
sessions for longer periods of time.

Examples

Universal PHP Persistence
A TrafficScript rule can inspect incoming HTTP requests, and select a back-end node based on the request.
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The example in “Routing by Content Type” on page 144 gives the TrafficScript rule to select a pool based on
filename extension. This rule can be modified to pass session persistence data to a chosen Session
Persistence Class.

Create a Session Persistence Classes called PHP, and set to use universal session persistence (see
“Configuring Session Persistence” on page 186). Next create a TrafficScript rule in the catalog as follows:

Spath = http.getPath();
if( string.endsWith( $path, ".php" )) {

# Persist on the PHPSESSID cookie, IP address and

# user agent

SphpCookie = http.cookie( "PHPSESSID" )
connection.getRemotelIP ()
http.getHeader ( "User-Agent" );

# Set the persistence key to our unique value
conection.setPersistenceKey( $phpCookie );

# Select the PHP Session Persistence Class
connection.setPersistence ( "PHP" );

}
Apply this rule to the virtual server handling your traffic. The string passed to the pool .use () function

(SphpCookie) is the session persistence data used by the pool.

Requests for files with other extensions (such as .html or .jpg) are ignored by the above rule. These requests
are passed on to the other rules used by the virtual server, or to its default Session Persistence Class as set in
the default pool.

Also note that only one pool is required, and the Session Persistence is managed entirely by the two separate
Session Persistence Classes.

196 © 2019 Pulse Secure, LLC.



Pulse Secure Virtual Traffic Manager: User's Guide

SSL Encryption

This chapter explains how to use Secure Sockets Layer (SSL) encryption with the Traffic Manager. It includes a
description of SSL and how to use the Traffic Manager to manage authentication and encryption, as well as the
storage of certificates.

This chapter contains the following sections:

OVeINVIEW OF SSL . .t e e 197
SSL Features inthe Traffic Manager. ... e 199
SSL Decryption Wizard .. ... e 199
Configuring SSL Certificates. .. ..o e e e e 200
Managing Certificate Authority Certificatesand CRLFiles ........... ... .. .. ... .... 205
S L DY P ION . .« ettt e e 205
SSL ENC Y P iON « ot e 221
Preserving IP Addresses with SSL Forwarding .......... ... ... 222
Use of SSL Cryptographic Devices. .. ...t e e et 222

Note: Version 3 of the SSL protocol was superseded by the Transport Layer Security (TLS) protocol versions 1.0,
1.1, 1.2, and 1.3. The Traffic Manager uses the term SSL throughout to refer generically to both SSL and TLS
protocols, except where a particular SSL version is specified.

Overview of SSL

SSLis a protocol used to send traffic securely over the Internet. Traffic is encrypted using a key agreed
between the server and client machines.

SSL provides several advantages:

Server authentication
Client authentication
Encrypted data transfer

SSL can be used with almost any TCP/IP protocol, but is most commonly used to secure HTTP (Web) traffic,
forming the HTTPS protocol.

Server Authentication

A server identifies itself for SSL communications using an “SSL certificate”. This certificate contains the name
and location of the organization and its DNS name, and gives the client assurance that they are accessing the
correct site.
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An SSL certificate can be “self-signed” by the organization that owns it. However, without independent
verification, the certificate is not automatically trusted by a client. To be trusted, the certificate must be signed
by a recognized, independent Certificate Authority (CA) such as Symantec or Thawte. The organization sends a
Certificate Signing Request (CSR) to the CA, which carries out thorough checks on the details in the certificate.
Note that certificate authorities might charge for this service.

The CA might be responsible for checking that keys present in certificates it issues have been generated
correctly and have sufficient cryptographic strength.

The client might try to find out whether the server certificate is revoked using the Online Certificate Status
Protocol (OCSP). Using the TLS "status_request" extension, you can include this check inside the TLS
handshake (known as “OCSP Stapling”), so that a separate connection from the client to an OCSP responder is
not needed. To enable OCSP stapling, see

What is OCSP?

OCSP is an Internet protocol used for obtaining the current validity of an SSL certificate at the point of use. It
was created as an alternative to Certificate Revocation Lists (CRLs) (see

) to address some of the inherent shortcomings of that method, such as the limitation that updates
must be frequently downloaded to keep the list current.

When users attempt to access a secure service, they send an HTTP request to an OCSP server (known as a
Responder) for the certificate’s status information. This request is packaged in the form of an ASN.1 message,
optionally signed with a certificate, and sent to the responder. In return, the responder sends back a response
of "good," "revoked," or "unknown".

For further information on OCSP, see

Client Authentication

In some cases, you might want to only allow certain approved people to access your service: for instance, a
company Intranet or Extranet. To achieve this, you can require the client to provide an SSL certificate signed by
a trusted certificate authority.

The Traffic Manager uses CRLs and OCSP to ensure the validity of these certificates.

CRLs in Client Authentication

Within the Traffic Manager your trusted certificate authorities are held in a catalog. Each certificate authority
can distribute certificate revocation lists (CRLs), which are also held in this catalog. Certificates usually have a
fixed validity period, such as 12 months, but sometimes a certificate is canceled before it expires. In this case
the certificate authority adds it to a certificate revocation list, so that it will no longer be trusted.

OCSP in Client Authentication

You can use OCSP to check the current status of a client certificate. Unless the certificate is reported as being
good, the SSL connection is terminated. To configure OCSP for your secure services, see


http://tools.ietf.org/html/rfc6960
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Encrypted Data Transfer

After the server and the client are satisfied with each other's identity, they agree on an encryption key to use
for data transfer. This is different from their identification keys for reasons of efficiency. Data is encrypted
before transfer so that a third party cannot read it. In addition, SSL has reliability features that ensure that any
disruption to the data stream is detected. These features give client and server confidence that their
communication is private, and has not been corrupted.

SSL Features in the Traffic Manager

Decryption and Encryption
The Traffic Manager can decrypt SSL traffic within a virtual server. This can be useful for two reasons:

After decryption, the Traffic Manager's traffic analysis features can be used on the whole request.
Service protection methods can filter for malicious content, viruses or Web worms; and rules can
inspect the headers and body of the request to make an informed routing decision. Without decrypting
the packets very little information is available.

Decryption requires processing power. It might be more efficient if the Traffic Manager decrypts
requests before passing them on to the nodes, reducing the load on the back-end servers.

If your virtual server is decrypting SSL traffic in order to use TrafficScript rules, you typically encrypt it again
before sending it to the nodes. Encryption is handled by the pools you create in your Traffic Manager
configuration, providing complete end-to-end security in your system.

SSL Certificates Catalog

The Traffic Manager uses an SSL certificate catalog to provide a centralized store of SSL server certificates,
client certificates, certificate authorities and certificate revocation lists that your SSL services can use.

A virtual server manages traffic to a default service, and optionally to a number of "SSL sites" defined in the
virtual server configuration. Each SSL site associates either an IP address or a hostname with a maximum of
two SSL certificates from the catalog. For further information, see “Serving Multiple Sites Using a Single
Virtual Server” on page 208.

SSL Decryption Wizard

The SSL Decrypt a service wizard provides a step-by-step process to correctly configure SSL decryption. The
wizard performs the following:

Enables SSL decryption for an SSL virtual server.
Assigns an SSL certificate from the Catalog to the virtual server.
Enables SSL encryption for the default pool used by the virtual server.

Changes all protocol types to the underlying (non-SSL) protocol type.
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Note: To use the SSL Decrypt a service wizard, you must have at least one SSL virtual server (of any type). If
you do not have the necessary SSL certificates, the Traffic Manager helps you create a certificate from the
wizard.

To use the SSL Decrypt a service wizard

1. Adjacent to the Help link in the toolbar, click the "Wizards" drop-down list and choose SSL Decrypt a
service. A new window opens which explains that the wizard configures the service to be decrypted on
receipt, and re-encrypts traffic before being passed to a pool. Click Next.

2. Select the service you want to decrypt. Note that only virtual servers that use an SSL protocol are listed.
Click Next.

3. Choose which certificate to use to decrypt the incoming requests (or click Create New to add a
certificate now). Click Next.

4. Choose a protocol type. This is the underlying decrypted protocol. For instance, HTTPS requests are
decrypted to HTTP internally, so choose the underlying protocol HTTP as this matches the protocol
type you are accepting, without the SSL wrapping,.

5. Click Finish to complete the wizard.

Configuring SSL Certificates
To configure an SSL certificate, click Catalogs > SSL and then click SSL Server Certificates catalog or SSL
Client Certificates catalog according to your requirements:

“Server Certificates” are used to identify SSL-encrypted services hosted by the Traffic Manager.

“Client Certificates” are used when the Traffic Manager needs to authenticate itself against an SSL node.

Note: The following sections refer to functionality applicable to both Client and Server SSL certificates.

Creating a New Self-Signed SSL Certificate

To create a new self-signed SSL certificate

1. Click Catalogs on the top bar of the Admin Ul, then click the SSL tab. From here, click the Edit button for
either SSL Server Certificates Catalog (for Server certificates) or SSL Client Certificates catalog
depending on your requirements.

2. The Traffic Manager lists any existing certificates that have been configured, and allows you to create or
import a certificate. For testing purposes and internal use, an SSL certificate can be self-signed. This
means that the certificate has not been signed by a trusted third party and should not be relied upon
as a means of authenticating the server.



FIGURE 48 Main settings for a self-signed certificate

Enter a short name to identify your certificate. If you leave this blank, the "Common Name' field or the first

'Subject Alternative Name' will be used.

Name: S8L Cert 1

List DNS names and IP addresses to include them in the certificate’s Subject Alternative Name extension.

Subject Alternative Name(s):
Subject Alternative Name: example. pulsesecure.net

Subject Alternative Name: 162.0.2.10

The public DNS address of your server, such as 'secure.yourcompany.com':
Common Name (CN): secure.pulsesecure.net

The name of your organization, such as 'Your Company’:

Organization (0): Fulse Secure

The unit within your organization, such as 'sales':

Organizational Unit (OU): Development (optional)
Your location (town or city), such as 'Anytown':

Location (L): Cambridge

Your state or province, such as 'Scmestate’:

State (S): (required for US only)
Your two-letter country code, such as 'Us’, 'GB' or 'FR":

Country (C): GB

How long should this certificate be valid for:

Expires in: Tyear ¥

Private key type (2048 bit RSA or P-256 ECDSA recommended):
Key type: 2043 bit RSA v

Create cerificate

()
E3

Click Create Self-Signed Certificate / Certificate Signing Request.
Give the certificate a descriptive Name.

Click the “+"icon to add one or more Subject Alternative Names for this certificate. For each entry,
use a valid DNS name or IP address that you want to be protected by this certificate.

Type a Common Name (CN), which should be the DNS name of the server that uses this certificate,
such as “secure.yourcompany.com”. Most clients show a warning message if the CN in the certificate
and the DNS address of the server do not match. If one or more subject alternative names are
specified, the Common Name is not used by RFC6125 compliant client software.

Supply values for your Organization, Organizational Unit, and Address. These appear in the
certificate.

Enter your Country code using the two-letter ISO country code standard’. For example, Great Britain is
“GB", and Germany is “DE".

Set an Expires In date for the certificate (default, one year).

1. Asdefined in the ISO-3166 standard.
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10. Select a private key size (Key type) for the certificate. Choose P256, P384, or P521 to create a certificate
containing an ECDSA key, or choose 1024, 2048, 3072 or 4096 create a certificate containing an RSA
key.

11. Click Create Certificate. If there are no errors the Traffic Manager will create an SSL certificate and
place this in the SSL Certificates Catalog.

You can verify that the certificate has been added by clicking the expansion tab on the Catalogs page, beside
SSL Certificates Catalog. Each certificate is listed in a table, and the expiry date of the certificate is also
indicated.

Managing Certificate Data

To change an existing self-signed certificate, update the values in the Edit Certificate page and generate a new
self-signed certificate based on the modified fields.

To do this, click Catalogs > SSL > SSL [Client | Server] Certificates Catalog. Next, click the name of an
existing self-signed SSL certificate to access the Edit Certificate page. In the "Edit Certificate" section, change
any of the existing fields for the certificate and then click Update Certificate.

Note: You cannot edit a certificate signed by a Certificate Authority as the replacement certificate would be self-
signed. To update a signed certificate, create a new self-signed certificate and make a new certificate signing
request based upon it.

To create a copy of an SSL certificate under a new name, use the “Copy Certificate” section. Enter a new name
for the copy and click Copy Certificate. The new SSL certificate is added to the relevant catalog immediately.

Creating a Certificate Signing Request

A Certificate Signing Request (CSR) is a formal request made by an individual to a certificate authority (CA) to
obtain a digital identity certificate. Certificate Authorities are entities responsible for issuing certificates for use
by other parties.

After you have created your self-signed certificate, you can then create a Certificate Signing Request based on
the information in the self-signed certificate:

1. Go to the Catalogs > SSL > [Server | Client] Certs screen.
2. (lick to edit the required certificate.
3. In the “Certificate Signing” section, click Export CSR/Update certificate.

The Traffic Manager displays the certificate request:
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FIGURE 49 Your certificate request to the Certificate Authority (CA)

Certificates his £ hel - "
Catalog This form helps you to sign your certificate.

Certificate Signing Request (CSR)

Your Certificate Authority will use this Certificate Request text to create and issue a trusted certificate, based on this certificate.
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zhTd/5/GgzieX1+3z%PMo9x]15HQD3Ey7 £EBT ruméiAFncc £ TnV55hJWthpMEEMSo
tTCrBODoX5t/11VS0FuFoypRGyYBc] stgqREPbPvneNOukwIDAQABoRAAWDQYJRoZT
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¥72PP5BPVDo6eoF] fMNMAD2RuzAGPOEAluUh2VEBMDMIMVV y 3mXBEtVHEv4E=
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Replace certificate

once you have received a new certificate, paste it here to replace your current certificate.

Update Certificate

Note: This will completely replace your current certificate. You may wish to copy your current certificate before doing this.

The text in the upper part of the window contains an encoding of the information in the stored certificate
suitable for the CA to sign. You can copy and paste this text into the request. You may be asked to attach other
credentials or extra information to your request.

The Certificate Authority returns a replacement certificate that they have digitally signed with one of their
public certificates (or a certificate in a public certificate chain). Paste the textual contents of the returned
certificate in the lower part of the window, and click Update certificate to complete the process.

Importing a New SSL Certificate
To import an existing certificate, you require the following items:

+ The certificate file.
+ The private key file.

These files are in a standard, PEM-encoded format that can be cut and pasted into a text file for uploading.
PEM-encoded certificates are formatted as follows:

MIIBPLMAkKGAIUEBhMCWkEXFTATBgNVBAgGTDFd1c3R1cm4gQ2Fw
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ZTESMwZSBUb3duMROQWEgYDVQQKEwt PcHBvcnR1bml 0aTEYMBYG
AlUEClcnZpY2VzMRowGAYDVQQODEXF3d3cuZm9yd2FyZC5jby56
YTBaMBAQUAAQOKAMEYCQQDT50xxeBWuSWLHD/G4BJ+PobiC9d7S
6pDVAtXdm2j190D1kgDoSp5Z2yGSgwdh2V7diuuPlHDAgGEDOAAW
DQYJKDQOBf8ZHIu4H81k2vZOngXh8v+iGnAXDI1AvUjuDPCWzFu
PReiq7UR8Z0wiJBeagqiuvIDnTFMz60Cg6htdH7/tvKhh==

Click the Import Certificate link in the relevant Client/Server SSL Certificate Catalog to perform the upload.
Provide a name for the imported certificate, and the names of the Certificate and Private Key files. Finally, click
Import Certificate to complete the process. The Traffic Manager adds the certificate to the appropriate
catalog and automatically distributes the key data securely to all Traffic Managers.

ATTENTION
Do not forget to delete temporary copies of your SSL private key that you may have created during the import
process. The private key is valuable and should never be stored in an insecure location.

When a certificate signed by a Certificate Authority is not signed directly by the “root certificate” it might be
necessary to send clients both the signed certificate and the Certificate Authority's intermediate certificate.

Working with Intermediate Certificates

Web Browsers and other SSL clients are preconfigured with a set of root certificates from Certificate
Authorities that they trust. They will allow the user to connect to an SSL service that uses an SSL Server
Certificate signed by one of the trusted Certificate Authorities. Similarly, back-end SSL nodes may be pre-
configured to authenticate Client SSL certificates presented by the Traffic Manager.

However, for ease of management and improved security, many certificate authorities use “certificate chains”.
The SSL certificates they distribute are not signed directly by a root certificate; rather they are signed by an
intermediate certificate which is itself signed by the root. This forms a chain of trust from the SSL certificate
back to the trusted root certificate. In some cases, a chain of two or more intermediate certificates is used
between the SSL certificate and the root.

Web clients and SSL nodes are generally not equipped with the intermediate certificates. If, for example, a Web
client is presented with a server certificate, it has no way of verifying that it was signed (albeit indirectly) by a
trusted root certificate. In this case, the SSL server (i.e. the Traffic Manager) must present the entire or partial
SSL certificate chain so that the client can verify the SSL certificate - the certificate chain includes the SSL
certificate and all intermediate certificates. It is not necessary to include the root certificate.

Your certificate authority will inform you if a chain of certificates is used. You need to upload all of the
intermediate certificates to the relevant Server or Client SSL certificate catalog:



FIGURE 50  Adding intermediate certificates

Certificate signing

This certificate has been signed by an external 'Certificate Authority'. You can replace it with a new certificate, for example if it has nearly expired, your
details have changed, or you have a new certificate signed by another Certificate Authority.

Export CSR / Update Certificate

Add Intermediate Certificate

The Traffic Manager will verify that the intermediate certificate you upload has signed the current SSL
certificate (or the previous intermediate certificate in the chain).

Managing Certificate Authority Certificates and CRL Files

The Traffic Manager can request that remote clients who connect over SSL provide a client certificate to
authenticate themselves. To enable this behavior, configure the Traffic Manager with the public certificates
from the Certificate Authorities (CAs) you trust, and optionally any Certificate Revocation Lists (CRLs) that they
distribute.

With one or more CA certificates installed, each pool in your Traffic Manager configuration that has ssl_encrypt
and ssl_strict_verify enabled then enforces authentication of certificates issued by the owner of the CA
certificate when a connection is attempted.

To manage your CA certificates and CRLs, click Catalogs > SSL > Certificate Authorities and Certificate
Revocation Lists Catalog.

To import a new CA or CRL file into the Traffic Manager, click Import certificate or CRL, and use one of the
following methods:
Click Choose File to upload a certificate or CRL file from your local workstation to the Traffic Manager.
Type an HTTP URL or an HTTPS URL into the File URL box for the Traffic Manager to download directly.
Type or copy the contents of a file into the File Contents box (PEM-encoded).

Click Import File to complete the process. The Traffic Manager imports the CA or CRL file and propagates the
new information to all Traffic Managers in the cluster.

Note: Make sure that the CA performs public key validity checks for certificates it issues in order to ensure
cryptographic security when encrypted connections are made to nodes, or when virtual servers are configured
to authenticate client certificates. For example, if FIPS Mode is enabled, only CAs known to have performed the
checks as required by NIST SP 800-89 "Recommendation for Obtaining Assurances for Digital Signature
Applications" (section 5.2) should be included in the CAs catalog.

SSL Decryption

The Traffic Manager can decrypt and re-encrypt SSL traffic dynamically as it proxies requests between clients
and back-end pools, utilizing server and client certificates stored in the SSL Catalog.



After decrypting traffic, for example, to apply TrafficScript rules, the Traffic Manager can re-encrypt the data if
required before passing it to the nodes. This allows flexible management of requests without compromising
security requirements on potentially untrusted networks. The Traffic Manager thus provides a fully transparent
SSL gateway.

As the computational resources available to cryptographic attackers increases, stronger keys are required to
secure SSL/TLS sites. However, the processing time needed to use longer DSA and RSA keys increases rapidly
with key length. To address this issue, the Traffic Manager provides the option of Elliptic Curve Cryptography
(ECQ) due to it's increased efficiency with stronger keys. Specifically, the Traffic Manager supports keys based
on the Elliptic Curve Digital Signature Algorithm (ECDSA).

Setting Up SSL Decryption

To enable SSL decryption, click Services > Virtual Servers and then click the Edit button for a virtual server
that supports SSL.

In the list of configuration options for the virtual server, click the Edit button for “SSL Decryption”.

The Traffic Manager displays a list of configuration options for SSL decryption for this virtual server.
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FIGURE 51 Setting up a client's SSL decryption and certificate mapping
¥ : SSL Decryption
These settings control how S5L connections are decrypted.

Whether or not the virtual server should decrypt incoming SSL traffic.
ssl_decrypt: O Yes No

Which SSL certificate{s) should this virtual server use?

Additional certificates can be supplied to match different sites hosted by this virtual server. You can specify a different certificate for any hostname or IP
address. The wildcard character '*' can be used to match multiple hostnames. If none of the addresses or hostnames match the default certificate will be
used.

Note: Hostname mappings require support of the TLS 1.0 'Server Name Indication' extension, which is not supported by all browsers.
certificate: Default Certificates: RSA-Cert (secure.pulsesacure.net, Expires 04 Oct 2018, RSA)

ECDSA-Cent (secure pulsesecure net, Expires 04 Oct 2018, RSA)

IP Address / Host Name Certificate Remove

example pulsesecure.net E RSA-Site-Cert (secure pulsesecure net, Expires 04 Oct 2018, RSA)

ECDSA-Site-Cert (secure pulsesecure nef, Expires 04 Oct 2018, RSA)

Add certificate mapping:
IP Address / Host Name:

Certificates: Select a certificate...

Select a certificate...

Manage SSL Certificates

Whether or not the virtual server should add HTTP headers to each request to show the SSL connection parameters.
ssl_headers: Yes @ No

If the traffic manager is receiving traffic sent from another traffic manager, then enabling this option will allow it to decode extra information on the true
origin of the SSL connection. This information is supplied by the first traffic manager.

ssl_trust_magic: Yes @ No

Whether or not to send an S5L/TLS "close alert” when the traffic manager is initiating an S5SL socket disconnection.

ssl_send_close_alerts: ° Yes No

If OCSP URIs are present in certificates used by this virtual server, then enabling this option will allow the traffic manager to provide OCSP responses for
these certificates as part of the handshake, if the client sends a TLS status_reguest extension in the ClientHello.

ssl_ocsp_stapling: Yes ° No

To enable SSL decryption, set ssl_decrypt to “Yes” and click Update at the bottom of the page.

Use the certificate setting to select the certificates you want to use for the default SSL site. To add certificate
mappings for additional SSL sites handled by this virtual server, use the "Add certificate mapping" section.

In all cases, choose either one or two certificates using the pair of drop-down lists provided. If you specify a

single certificate, you can use any applicable certificate key type. However, if you specify two certificates, you
must select a different key type for each one. For more details, see “Using Multiple Certificates to Achieve

Compatibility With More Clients” on page 209.

You can also configure the following settings:
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ssl_headers: The Traffic Manager includes the option to add HTTP headers with details about the
decryption performed (HTTPS decryption only). These describe the client cipher, session ID and
whether a valid client certificate was provided, and can be inspected by the back-end application to
determine what encryption parameters were used.

Header name Sample Value

SSLClientCipher SSL_RSA WITH_AES 128 CBC SHA256, version=TLSv1.2, bits=128
SSLClientCertStatus NoClientCert or OK
SSLSessionID 8723367551317ABES443278C6E... (64 hex characters)

ssl_trust_magic: If you have a setup involving two distinct clusters of Traffic Managers, SSL traffic
forwarded from one cluster to the other typically appears to originate from the first cluster. Use this
setting to instruct your Traffic Managers to pass the true origin IP addresses of the connections to each
other.

Note: To use this setting, your Traffic Managers must be properly configured. For more information, see the
ssl_enhance setting in your pool's SSL configuration.

ssl_send_close_alerts: To avoid truncation attacks, the SSL specifications require that the client and
server share the knowledge that a connection is ending by sending a close alert. This setting is enabled
by default as some clients, especially FTP clients, are strict with close alerts and fail to function properly
if the alerts are omitted. Note that close alerts can break some older SSL implementations, including
some versions of Microsoft Internet Explorer. Pulse Secure recommends disabling this setting if your
services are affected. You can also modify this behavior dynamically by using TrafficScript rules.

ssl_ocsp_stapling: Enable this option to allow the virtual server to include an OCSP certificate status in
the TLS handshake, provided that a status_request extension is sent by the client. It also triggers OCSP
requests for each of the virtual server's certificates to be made in the background to the responders
named in each certificate's "Authority Information Access” extension's OCSP URI. This option is disabled
by default.

Click Update to apply the changes to the virtual server.

Serving Multiple Sites Using a Single Virtual Server
There are two ways that the Traffic Manager can distinguish between different services:

Destination IP address: "secure.site1.com" and "secure.site2.com" could resolve to different IP
addresses. The Traffic Manager can listen on both IP addresses and select the certificate to use based
on the IP address the connection was received on.

TLS Server Name Indication: TLS has an optional capability where a client can provide the name of
the service it is trying to contact (in plain text format) at the very beginning of the TLS handshake. The
Traffic Manager can inspect this name and chose the certificate to use.

1. http://en.wikipedia.org/wiki/Server_Name_Indication
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ATTENTION

TLS Server Name Indication is scalable and easy to manage, as it does not require each SSL service to be
running on a dedicated IP address. However, some older Web clients such as Internet Explorer 7 (Windows XP)
do not support this feature and can receive the wrong certificate if they attempt to access a service that requires
TLS server name support.

If your virtual server is managing traffic for more than one site, you must configure the virtual server with a
certificate containing a Subject Alternative Name to match each site the client is trying to access. If the client is
unable to locate a Subject Alternative Name that matches the DNS name of the service, the client can fall back
to checking the Common Name (CN) field instead. The client warns the end user if there is no match.

Configuring Multiple Certificates

A single certificate can contain multiple Subject Alternative Names to match each SSL site served by the virtual
server, in which case you need only configure the virtual server to use that certificate as it's default.

Alternatively, you can configure the virtual server with multiple certificates, each with a single Subject
Alternative Name matching one of the SSL sites. You then configure the virtual server to use specific certificate
mappings using the "Add certificate mapping" section.

Create a new certificate mapping by specifying either an IP address or host name in the first text box and then
selecting a certificate from the drop-down list. To save this mapping, click Update at the bottom of the page.

When the Traffic Manager receives a request it checks the certificate settings to determine the certificate to
send. If a connecting client provides a server name in their SSL handshake that matches the host name in a
mapping, or if the client connects to an IP address specified in a mapping, they are given the nominated
certificate rather than the default certificate.

The Traffic Manager chooses the first matching certificate. Exact matches of server name come first, then
wildcard matches of server name, and finally exact matches of IP address. If there are no matches, the default
certificate is used.

If more than one certificate mapping using a wildcard matches the server name, the Traffic Manager uses the
mapping with the most non-wildcard characters first. For example, if the client sends the server name
"www.foo.example.com", the Traffic Manager uses the certificate associated with a mapping for

"* foo.example.com" in preference to a mapping for "*.example.com".

Using Multiple Certificates to Achieve Compatibility With More Clients

When configuring the default certificate on a virtual server, or when configuring a certificate mapping for an IP
address / hostname, the Traffic Manager allows you to configure two separate certificates. During the SSL
handshake, the Traffic Manager chooses a combination of cipher suite, signature algorithm, and server
certificate that the client has indicated support for. It can therefore be advantageous to provide the following:

One certificate chain using an ECDSA key, and one using an RSA key to be used by pre-TLSv1.3 clients
that don't support ECDSA ciphers

One certificate chain using RSA-PSS signatures and one using only PKCS1-v1_5 signatures



Note: If multiple certificate chains would be accepted by the client, the Traffic Manager sends the first chain that
is compatible with its most preferred combination of cipher suite and signature algorithms. For more details,
see

Configuring Ciphers and TLS Versions

As cryptographic algorithms weaken naturally over time, SSL and TLS are able to negotiate between multiple
potentially-supported algorithms, providing the following advantages:

Authentication of endpoints
Key exchange
Bulk encryption
The Traffic Manager enables you to configure the algorithms available to be negotiated through your services,

and in some circumstances to set priorities for the available algorithms.

The Traffic Manager contains global default settings for your security configuration, although this can be
overridden on a per-virtual server or per-pool basis for dedicated control over particular services. The Traffic
Manager also contains settings that control the configuration to be used for the Admin Ul and REST API. The
sections that follow describe the available controls.

Protocol Versions
The Traffic Manager supports SSLv3, TLSv1.0, TLSv1.1, TLSv1.2, and TLSv1.3 for all SSL connections.

When a client connects to a server, negotiation of a protocol version is one of the first actions performed.
When acting as a server, the Traffic Manager always selects the highest supported version for which the client
advertises support. Some of the subsequent elements of cipher selection have slightly different impacts for
different protocol versions.

To configure which protocol versions are enabled, see the following pages of the Admin Ul

For administration interface and control plane connections, click System > Security > SSL Settings for
Admin Server and Internal Connections. Use the "adminlsupport_<version>" settings to configure
protocol support.

For global defaults for service connections, click System > Global Settings > SSL Configuration. Use
the "ssllsupport_<version>" settings to configure protocol support for your services.

To override the global defaults for individual virtual servers, click Services > Virtual Servers > Edit >
SSL Decryption and configure the "ss|_support_<version>" settings.

To override the global defaults for individual pools, click Services > Pools > Edit > SSL Settings and
configure the "ssl_support_<version>" settings.
Cipher Suites

The Traffic Manager allows you to configure a bespoke list of cipher suites (in preference order) available to be
used by SSL connections. To see the full list of cipher suites currently supported by the Traffic Manager, view
the Ul Help for the System > Global Settings > SSL Configuration page.



Note: Some cipher suites shown in the Ul Help are marked as supported but disabled by default. To allow the
Traffic Manager to use these cipher suites, you must explicitly add them into your cipher suites preference lists.
Alternatively, use the special value "all" to force the Traffic Manager to enable the complete list of cipher suites.

The Traffic Manager uses separate cipher suites preference lists for different connection types. To configure
cipher suite preference lists, see the following pages of the Admin Ul:

For administration interface and control plane connections, click System > Security > SSL Settings for
Admin Server and Internal Connections and configure the "admin!ssl3_ciphers" setting. Leave this
field blank to allow the use of all cipher suites enabled and supported by this Traffic Manager.

To set a global preference list for all other connections, click System > Global Settings > SSL
Configuration. Use the "ssllcipher_suites" setting to configure a cipher suites preference list for your
virtual servers and pools. Leave this field blank to allow the use of all cipher suites enabled and
supported by this Traffic Manager.

To override the global preference list for an individual virtual server, click Services > Virtual Servers >
Edit > SSL Decryption and set "ssl_cipher_suites" to your dedicated cipher suite list. Leave this field
blank to use the global list.

To override the global preference list for an individual pool, click Services > Pools > Edit > SSL Settings
and set "ssl_cipher_suites" to your dedicated cipher suite list. Leave this field blank to use the global list.

Note: For the virtual server or pool "ssl_cipher_suites" settings, enter the special value "default" to force the
corresponding virtual server or pool to ignore any value set in the global preference list and instead use the
default list of cipher suites declared as supported (and not disabled) in the Ul Help.

Prior to TLSv1.3, selection of a given cipher suite determined the following:

The type of public key that the server must present as authentication. Supported key types are ECDSA,
RSA, and DSA.

The algorithm to be used for key exchange. Supported algorithms are ECDHE, DHE, and non-Diffie-
Hellman RSA.

The bulk encryption algorithm to be used. Supported algorithms are AES-GCM, AES-CBC with HMAC,
3DES with HMAC, RC4 with HMAC, and DES with HMAC.

The names used by the Traffic Manager for pre-TLSv1.3 cipher suites are formed by replacing the "TLS_" prefix
in the Internet Assigned Numbers Authority (IANA) TLS Cipher Suites registry (
) with the "SSL_" prefix.

For example, the Traffic Manager cipher SSL_ECDHE_ECDSA_WITH_AES_256_CBC_SHA represents the IANA
cipher suite TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA. When using this cipher suite, the server must
present an ECDSA public key in the server certificate as authentication. The key exchange algorithm in use is
ECDHE, and 256-bit AES-CBC is used for bulk encryption.

For TLSv1.3 and later, the meaning of cipher suites has changed. Here, selection of a given cipher suite no
longer affects public key or key exchange algorithms, and only determines the algorithm to be used for bulk
encryption. The names used by the Traffic Manager for TLSv1.3 cipher suites are the same as the names in the
IANATLS Cipher suites registry.
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https://www.iana.org/assignments/tls-parameters/tls-parameters.xhtml

When acting as a server and choosing a cipher suite, the Traffic Manager selects the available suite that
appears first in the applicable cipher suites list. The selected suite must be compatible with a configured
certificate and must have a compatible signature algorithm available; in this case, client preference is not taken
into consideration. The Traffic Manager chooses a cipher suite before choosing a signature algorithm.

Signature Algorithms

Using a public key to verify a signature is a key concept in TLS. This approach is used to validate certificate
chains and to authenticate remote entities in a TLS handshake by verifying a signature that is provided of
some known content. The Traffic Manager typically supports signature algorithms based around ECDSA, DSA,
and RSA. For RSA, the PKCS1 standard ( ) defines two signature schemes:

PKCST-v1 5
PSS

The Traffic Manager supports both schemes when validating certificate chains. When signing/verifying
handshake signatures, PKCS1-v1_5 is supported for TLSv1.2 and earlier, and PSS is supported for TLSv1.2 and
later.

Note: PSS is unsupported for TLSv1.2 CertificateVerify handshake messages.

The Traffic Manager uses signature algorithms to verify certificate signatures, and when signing or verifying
handshake signatures (from TLSv1.2 onwards). To restrict the algorithms available for this purpose, set system-
wide preference lists in the Global Settings, or set local override lists in your virtual server and pool SSL
settings. When the Traffic Manager needs to choose a signature algorithm to use (for example, when
generating a handshake signature) it uses the first signature algorithm listed that is compatible with the cipher
suite.

To see the full list of signature algorithms currently supported by the Traffic Manager, view the Ul Help for the
System > Global Settings > SSL Configuration page.

To configure signature algorithm preference lists, see the following pages of the Admin Ul

For administration interface and control plane connections, click System > Security > SSL Settings for
Admin Server and Internal Connections and configure the "admin!ss|_signature_algorithms" setting.
Leave this field blank to allow the use of all signature algorithms supported by this Traffic Manager.

To set a global preference list for all other connections, click System > Global Settings > SSL
Configuration. Use the "sslIsignature_algorithms" setting to configure a signature algorithms
preference list for your virtual servers and pools. Leave this field blank to allow the use of all signature
algorithms supported by this Traffic Manager.

To override the global preference list for an individual virtual server, click Services > Virtual Servers >
Edit > SSL Decryption and set "ssl_signature_algorithms" to your dedicated signature algorithms list.
Leave this field blank to use the global list.

To override the global preference list for an individual pool, click Services > Pools > Edit > SSL Settings
and set "ssl_signature_algorithms" to your dedicated signature algorithms list. Leave this field blank to
use the global list.


https://tools.ietf.org/html/rfc8017

Note: For the virtual server or pool "ssl_signature_algorithms" settings, enter the special value "default" to force
the corresponding virtual server or pool to ignore any value set in the global preference list and instead use the
default list of signature algorithms declared as supported (and not disabled) in the Ul Help.

When acting as a server and choosing a signature algorithm, the traffic manager chooses the available
algorithm that is first in the application signature algorithms list, that is compatible with the chosen cipher suite
and with a configured certificate. The traffic manager chooses a signature algorithm after choosing a cipher
suite.

When acting as a server and choosing a signature algorithm, the Traffic Manager selects the available
algorithm that appears first in the applicable signature algorithm list. The selected algorithm must be
compatible with the chosen cipher suite and with a configured certificate. The Traffic Manager chooses a
signature algorithm after choosing a cipher suite.

Elliptic Curves

The Traffic Manager uses elliptic curves for ECDHE key exchange and for ECDSA authentication. The following
curves are supported:

NIST P-256 (also known as SECG secp256r1 or ANSI x9.62 prime256v1)
NIST P-384 (also known as SECG secp384r1)
NIST P-521 (also known as SECG secp521r1)

To restrict and prioritize the elliptic curves available for the Traffic Manager to use for ECDHE key exchange, or
when signing/verifying ECDSA signatures, set system-wide preference lists in the Global Settings, or set local
override lists in your virtual server and pool SSL settings.

To configure elliptic curve preference lists, see the following pages of the Admin Ul

For administration interface and control plane connections, click System > Security > SSL Settings for
Admin Server and Internal Connections and configure the "admin!ss|_elliptic_curves" setting. Leave
this field blank to allow the use of all elliptic curves supported by this Traffic Manager.

To set a global preference list for all other connections, click System > Global Settings > SSL
Configuration. Use the "ssllelliptic_curves" setting to configure an elliptic curves preference list for
your virtual servers and pools. Leave this field blank to allow the use of all elliptic curves supported by
this Traffic Manager.

To override the global preference list for an individual virtual server, click Services > Virtual Servers >
Edit > SSL Decryption and set "ssl_elliptic_curves" to your dedicated elliptic curves list. Leave this field
blank to use the global list.

To override the global preference list for an individual pool, click Services > Pools > Edit > SSL Settings
and set "ss|_elliptic_curves" to your dedicated elliptic curves list. Leave this field blank to use the global
list.

Note: For the virtual server or pool "ssl_elliptic_curves" settings, enter the special value "default" to force the
corresponding virtual server or pool to ignore any value set in the global preference list and instead use the full
list of supported elliptic curves.
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Client Certificates

While SSL server certificates are used to identify servers in an SSL transaction, SSL also allows for the use of
Client Certificates so that clients can identify themselves when required.

By default, the Traffic Manager does not request a client certificate from clients that connect to a virtual server.
If required, you can configure the virtual server to request that clients provide client certificates.

To control how clients are authenticated in an SSL transaction, use the following settings:

request_client_cert: Specify whether the virtual server should request an identifying certificate from
each client, and whether supplying a certificate should be optional or compulsory (in other words, all
clients must present a valid client certificate). If request_client_cert is set to "Do not request a
certificate" (the default setting), a client is prevented from sending a certificate whether it wants to or
not.

ssl_client_cert_headers: After the request has been decrypted, the Traffic Manager can optionally set
HTTP headers that record the certificate fields from the SSL Certificate used:

Header Name Sample Value

SSLClientCertVersion 3

SSLClientCertSerialNumber ED41A8

SSLClientCertlssuer C=US, ST=CA, L=5an Jose, O=MyOrg
SSLClientCertSubject C=US, ST=CA, L=San Jose, O=MyOrg
SSLClientCertNotValidBefore 1155304575 (unixtime)
SSLClientCertNotValidAfter 1186840575 (unixtime)

SSLClientCertSubjectPublicKey RSA (2048 bit)

SSLClientCertSignatureAlgorithm  sha256withRSAEncryption
SSLClientCertHash 873FECCB50EO0CT1D34711ABE6SBA70BAY

If selected, the Traffic Manager can also place the entire PEM encoded certificate in a header named
SSLClientCert.

client_cas: When client certificates are in use, the Traffic Manager must be able to verify that the
certificate it is given is legitimate. The Traffic Manager informs the client which CAs it trusts and the
client sends a certificate signed by one of these CAs (if available). To use this setting, first configure your
trusted CA certificates in the “Certificate Authorities and Certificate Revocation Lists Catalog” and then
select the CAs here as required. If the client supplies a certificate that is not recognized by the CAs you
specify, the Traffic Manager immediately closes the connection and sends an SSL error to the client.

issued_certs_never_expire and issued_certs_never_expire_depth: For organizations experiencing
issues with their public key infrastructure, use these settings to enable expert level control over your
client certificate configuration. Use issued_certs_never_expire to define a subset of the CAs that are
configured as part of the client_cas list. Ordinarily, if any certificate in a chain is expired the Traffic
Manager fails to validate the chain, meaning that if a client certificate is required the TLS handshake
fails. When a CAis configured under this setting, the Traffic Manager ignores the expiry of any
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certificates in a certificate chain that is built up to that given CA as a trust anchor. This property can be
further constrained by configuring a value in issued_certs_never_expire_depth. This setting indicates
how far removed from the trust anchor a certificate is permitted to be for its expiry to be ignored. The
default setting is "1", meaning that only certificates directly issued by the CA are permitted to be
expired in a validated client certificate chain.

FIGURE 52 Certificate chain disregard with an expiry depth set to 2
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Configuring OCSP

The Online Certificate Status Protocol (OCSP) can be used to check the revocation status of certificates from a
centralized server called an OCSP responder. OCSP is commonly used as an alternative to Certificate
Revocation Lists (CRLs). For further details, see “Client Authentication” on page 198.

The Traffic Manager provides a dedicated section under Virtual Servers > SSL Decryption for configuring
OCSP. To configure OCSP, use the following settings:

Setting Description

ssl_use_ocsp If set to yes, this virtual server will use OCSP to verify that client
certificates have not been revoked.
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Setting Description

ssl_ocsp_timeout When contacting an OCSP responder, the Traffic Manager waits for a
response for the amount of time specified by this setting. If the OCSP
responder has not replied within this time limit, the client's certificate
will be rejected.

ssl_ocsp_max_response_age  If an OCSP response's “thisUpdate” field is older than the number of
seconds specified by this setting, the response will be considered
invalid. If set to O (zero), the “nextUpdate” field of the response will be
used to determine whether it has expired or not.

If the time specified in the “nextUpdate” field of the response has
passed, the response is considered invalid regardless of this setting.

ssl_ocsp_time_tolerance If the OCSP responder and Traffic Manager's clocks differ slightly then
the times specified in the “thisUpdate” and “nextUpdate” fields of a
response might cause the Traffic Manager to consider it invalid. If the
responder's clock is a few seconds faster than the Traffic Manager's
clock, for example, the “thisUpdate” field of a response might appear to
the Traffic Manager to be in the future.

This setting allows you to specify the number of seconds to permit for
clock differences.

The following OCSP responder settings are provided on a per-issuer basis. These allow you to specify different
settings for certificates signed by particular issuers in the Certificate Authorities catalog.

Select a certificate authority in the Add Issuer Specific Settings section to add settings for that issuer. If the
Traffic Manager receives a client certificate with an issuer that is not configured explicitly, the Default Settings
will be used.

Setting Description

OCSP check This setting is used to enable and disable OCSP checks for the issuer.
Selecting 'Always' will cause remote connections to be dropped when
an appropriate OCSP responder URL cannot be determined.

Use AIA for URL Issuers can embed an OCSP responder URL into their client certificates
using the X.509 Authority Information Access extension. If this setting
is enabled, and the extension is available, the Traffic Manager will use
it. Otherwise it will use the Fallback URL.

Fallback URL If the responder URL cannot be determined by other means, this URL
is used.
Request signing certificate OCSP requests can be signed so the responder can identify and

authenticate the source of the request. You can select a certificate
uploaded to the SSL Certificates catalog to sign the request, choose to
use the certificate configured under Default Settings, or disable
request signing.
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Setting Description

Use nonce extension A unique sequence of data can be added to OCSP requests and
responses to ensure an attacker cannot re-send a “good” OCSP
response after a client certificate is revoked. When using the nonce
extension you can require the responder to always return a nonce by
using 'strict' mode. Otherwise the Traffic Manager will accept the
response if it does not contain the nonce.

Note: Using this extension stops the responder from pre-generating
responses to improve performance. Additionally, not all OCSP
responders support this extension. If this is the case, a responder may
return an 'unauthorized' response.

Responder certificate OCSP responses are signed by the responder to prove they are
genuine. You can select a specific certificate that responses should be
signed by, from those listed in the SSL Certificate Authorities
catalog.

You can instead configure the system to expect the response to be
signed by the issuer’s certificate by selecting Issuing Certificate.

Alternatively, you can select Signed by issuing certificate. This
means the certificate must either be the issuer's certificate itself, or be
signed by it and have the “id-kp-OCSPSigning” marker in its
extendedKeyUsage extension, and also have the id-pkix-ocsp-
nocheck extension.

SSL Session Resumption

An SSL session can be defined as the details that allow a secure channel to be (re-)established between two
parties - generated by a process (handshake) designed to establish the security properties required for that
channel, including the secret from which all cryptographic keys used by the connection are derived. Both client
and server store those details, and the server ascribes an identifier (session ID) to those details for both
parties to use when referring to that specific session. If the SSL TCP connection is terminated and the client
subsequently reconnects, the client can present this session ID to signal to the server that it wants to resume
the previous SSL session, using the cached encryption parameters.

The Traffic Manager allows session resumption for all supported SSL/TLS versions.
The Traffic Manager manages two SSL session ID caches:

When it is acting as an SSL server (in other words, using virtual servers with “SSL Decryption” enabled)

When it is acting as an SSL client (in other words, using pools with “SSL encryption” enabled or when
TrafficScript rules make outgoing https requests)

To modify the size and expiry time of these caches, click System > Global Settings > SSL Configuration.
Update the settings ssl!cachelsize, ssllcachelexpiry, ssl!client_cachelsize, and ssl!client_cachelexpiry for
the server and client caches respectively.
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To monitor the behavior of the SSL Session ID Cache, plot cache data items on the Current Activity graph, or
monitor these values using SNMP. To use the Current Activity graph, click Activity > Current Activity. Then,
select and plot cache data items on the graph by clicking Change data. From the list of values, expand Cache
values > SSL Session ID Cache and select the desired cache data items. To update the graph, click Apply.

FIGURE 53 Selecting SSL Session ID Cache values
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If the cache is full (comparing Entries with EntriesMax) and the Oldest value is significantly lower than the
configured expiry time, it is likely that your cache is too small and the Traffic Manager is expiring cache entries
too early. Consider increasing the cache size in System > Global Settings > SSL Configuration.

RFC 5077 (Transport Layer Security (TLS) Session Resumption without Server-Side State) introduced “session
tickets” into versions of TLS earlier than 1.3. For TLSv1.3 onwards, the Traffic Manager additionally supports the
more general definition of session tickets from RFC 8446 (TLSv1.3), which now fulfill the same function as both
the earlier session tickets and session IDs.

Session tickets are a mechanism whereby SSL sessions can be resumed without the requirement for the
server to store any state. The server instead uses a (symmetric) private key to encrypt the session information
into a session ticket. All clients and network intermediaries not party to the private key cannot decrypt the
contents of the ticket.
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Rather than giving the client a short session ID, the server sends the client the longer session ticket. The client
stores this session ticket instead of a session ID and presents it when it wants to resume the session. Provided
the private key used to encrypt the ticket is still available, the server then decrypts the ticket, extracts the
session information, and resumes the session with the client.

This scenario has the following advantages:

The memory requirements for an SSL server to support session resumption are reduced.

When multiple SSL servers act together in a cluster, if they share the ticket key, a session that was
Created on one server can be resumed against another server in the cluster without needing all
session information to be shared between all cluster members.

The Traffic Manager supports TLS session tickets both when it is acting as a server and when it is acting as a
client. When acting as a client, the session ticket is entered into the client session cache in place of a session ID,
and the ticket is used to resume the SSL session instead of a session ID.

When acting as a server, the Traffic Manager must ensure that the keys used for encrypting tickets are changed
sufficiently often to minimize the chances of a key becoming compromised, and to limit the damage done if
one of the keys were compromised. To achieve this, the Traffic Manager automatically generates and rotates
the keys used for ticket encryption.

The Traffic Manager maintains a database of historic ticket keys, each with a unique identifier. Each session
ticket begins with a ticket key identifier, so when a session ticket is received by the Traffic Manager, it is able to
locate the key used to encrypt that session ticket. If the Traffic Manager finds the ticket key in its database, it
decrypts the session ticket and resumes the session (provided the session is valid).

Where multiple Traffic Managers join together as a cluster, the database of ticket keys is replicated across all
cluster members. Each Traffic Manager in the cluster uses separate keys to encrypt the session tickets that it
generates, with all current and historic keys being added to the centralized database shared between cluster
members. In this way, an SSL session ticket from a client can be decrypted and resumed by any Traffic Manager
in the cluster.

To configure the behavior of session tickets when the Traffic Manager is acting as an SSL server, click System >
Global Settings > SSL Configuration. The following table describes the configuration settings available:

Setting Description

ssllticketslticket_key_rotation  The time, in seconds, after which ticket keys are renewed. The
previously used key is added to the database.

ssliticketslticket_key_expiry The time, in seconds, after which ticket keys are deleted from the
database.
ssllticketslticket_expiry The total time, in seconds, after which a session ticket is considered

expired. Any session resumption requests presented to the Traffic
Manager using a ticket older than this value are refused.
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To fully disable automatic key generation and rotation of ticket keys, use the “ssl/ticket_keys” resource in the
Traffic Manager REST API. For more details, see the Pulse Secure Virtual Traffic Manager: REST API Guide. Pulse
Secure recommends this procedure for advanced users only, with consideration for the following points:

Ticket keys must be generated with a cryptographically strong random number generator. They must
not be derived from static information like MAC addresses or serial numbers of servers.

Ticket keys must be stored only for as short period of time as possible; if a ticket key is compromised,
the forward secrecy of connections made using tickets encrypted with that key is also compromised. In
particular, ticket keys should not be recorded in log files, and so on.

When ticket keys are transmitted over a network link, they should be transmitted using ciphers that
provide perfect forward security, such as ciphers using Diffie-Hellman or Elliptic Curve Diffie-Hellman
key exchange algorithms.

TLSv1.3 replaces both session IDs and session tickets with a new style of session resumption (which offers
improved security properties over the earlier forms). A TLSv1.3 session ticket is explicitly permitted to be either
a "database lookup key" (similar to a session ID) or "a self-encrypted and self-authenticated value" (similar to a
pre-TLSv1.3 session ticket).

By applying the configuration described in this section to decide whether to store a session/send a session
ticket, or resume a session, the Traffic Manager considers the following actions equally based on the TLS
version:

TLSv1.2 and Earlier TLSv1.3 Onwards

Saving a pre-TLSv1.3 session to the session cache and saving a TLSv1.3 session to the session cache and sending
sending a session ID to the client a ticket containing the lookup key

Looking up a session from a pre-TLSv1.3 session ID looking up a session from a ticket containing a lookup key
Generating/parsing a pre-TLSv1.3 session ticket generating/parsing a TLSv1.3 encrypted ticket

Note: The same ticket encryption keys are used for pre-
TLSv1.3 and encrypted TLSv1.3 session tickets

OCSP Stapling Cache
The Traffic Manager maintains a cache of OCSP responses for server certificates used by virtual servers that
have ssl_ocsp_stapling enabled.

In the System > Global Settings > SSL Configuration section of the Admin Ul, you can configure the Traffic
Manager's OCSP response caching behavior:

Set the size of the cache with ssllocsp_stapling!mem_size.

Use ssllocsp_stapling!default_refesh_interval to control how long the Traffic Manager waits before
making a new OCSP request, if no response with a "nextUpdate" time in the future is available in the
cache.

Use ssllocsp_stapling!maximum_refresh_interval to define the maximum interval that can elapse
between OCSP requests. After a valid OCSP response is received, the next update is made this many
seconds in the future, unless the "nextUpdate" time in the OCSP response is sooner.
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The Traffic Manager provides a signature verification option ssllocsp_stapling!verify_response. Set
this to Yes to force the Traffic Manager to verify the signatures and validity periods of OCSP responses
before using them for stapling. If verification fails, the Traffic Manager never uses the response for
OCSP stapling.

An OCSP response has a validity period defined by two fields in the OCSP response: "thisUpdate" and
"nextUpdate". When ssllocsp_staplinglverify_response is enabled, responses outside this period are
not cached and therefore not stapled. In some environments, clock skew might be a concern. This can
cause the local current time to appear to be earlier than the "thisUpdate" field in the OCSP response,
causing an incorrect validity failure. Use the ssllocsp_stapling!time_tolerance setting to define an
allowed time margin (in seconds) outside this interval when the Traffic Manager should still consider
responses to be valid.

SSL Encryption

A pool can perform SSL encryption before it sends traffic to a back-end SSL server. When enabled, SSL
encryption can use additional CPU resources on the Traffic Managers that perform the encryption.

To enable SSL encryption for a pool, go to Pools > Edit > SSL Settings.

You can configure the following options:

Setting Description

ssl_encrypt Set to "Yes" to enable SSL encryption to the back-end nodes.
ssl_send_close_alerts Set to "Yes" to send an SSL/TLS "close alert" when initiating a socket disconnection.
ssl_support_<version> Set to “Enabled” to allow this pool to use the designated version of SSL or TLS for

connections to back-end nodes. Choose Use the global setting to force the Traffic
Manager to use instead the equivalent global value set in System > Global Settings >
SSL Configuration.

ssl_cipher_suites Specify the list of ciphers available for secure communications to back-end nodes. Use
a space-, comma-, or colon-separated list (in order of preference). Leave the list blank
to force the Traffic Manager to use instead the equivalent global value set in System >
Global Settings > SSL Configuration.

ssl_client_auth If the back-end server requires client certificate authentication, enable this setting to
configure the Traffic Manager to select an appropriate certificate from its local Client
Certificates catalog. To configure your Traffic Manager with client certificates, see
Catalogs > SSL Catalogs > SSL Client Certificates catalog.

The server sends to the client a list of Certificate Authorities that it trusts, and by
default the Traffic Manager chooses the first client certificate it finds that is signed by
one of the server's trusted CAs. To explicitly control which certificate is used, set
"ssl_fixed_client_certificate".

If a server sends an empty list of CAs, the Traffic Manager does not choose a client
certificate unless "ssl_fixed_client_certificate" is set.
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Setting Description

ssl_fixed_client_certificate The name of an entry in the SSL Client Certificates catalog, used by the Traffic Manager
whenever a server in this pool requests a client certificate. In this case, any list of
trusted CAs in the request is ignored.

This setting is applicable only if "ssl_client_auth" is enabled.

ssl_server_name Set to "Yes" to cause the Traffic Manager to try the TLS 1.0 "server_name" extension,
which can help the back-end node to provide the correct certificate. If you enable this
setting, the Traffic Manager is forced to use at least TLS 1.0.

ssl_strict_verify As a protection against man-in-the-middle attacks and server spoofing, the Traffic
Manager can validate the SSL certificates used by back-end servers against the CA's in
the catalog. Set to "Yes" to instruct the Traffic Manager to reject connections to servers
if their certificates have expired, or if the certificate's Common Name does not match
the node's IP address, hostname, or one of the names listed in
"ssl_common_name_match", or if a CA in the catalog has not signed it.

ssl_common_name_match Alist of hostnames or IP addresses that the Traffic Manager accepts as Common Name
in the certificate presented by the server.

Click Update to save your changes.

Preserving IP Addresses with SSL Forwarding

When the Traffic Manager forwards HTTP requests, it can optionally insert a header named X-Forwarded-For
into the request so that downstream servers can determine the correct source IP address of the request. If the
Traffic Manager decrypts an HTTPS request, it can also insert the X-Forwarded-For header into the request,
even if it then re-encrypts the request.

However, if the Traffic Manager forwards an SSL request without decrypting and re-encrypting it, it cannot
modify the data inside. This configuration is used with a loopback virtual server, whereby the connections are
load-balanced across a cluster of Traffic Manager systems for decryption. In this case, you may use the
ssl_enhance setting in the pool to add a proprietary header to the SSL connection that contains key
connection data that is not preserved, i.e. source IP and port and destination IP and port.

The Traffic Manager system that receives the “enhanced” SSL connection must be configured with the
ssl_trust_magic setting in the SSL decryption settings of the virtual servers. This setting will cause the Traffic
Manager to strip out the proprietary header, and recognize the correct connection data - source IP and port,
and destination IP and port.

Use of SSL Cryptographic Devices
The Traffic Manager software variant supports SSL hardware based on the RSA Security Inc. PKCS #11
Cryptographic Token Interface (Cryptoki), such as the Thales e-Security nShield Connect.

All Traffic Manager variants support the Microsoft Azure Key Vault service. Azure Key Vault is offered as a cloud
based alternative to traditional hardware security modules. For Azure Key Vaults, observe the following
conditions:
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The Traffic Manager supports using keys that are created by the Traffic Manager itself, or valid existing
RSA keys migrated into the Azure Key Vault.

The Traffic Manager supports "RSA-HSM" type keys. These keys are stored on secure hardware at the
Azure Key Vault service.

To create and use RSA-HSM keys, you must use a "Premium" service tier Azure Key Vault. For
information and pricing for the available service tiers, see http://azure.microsoft.com/.

In common with other secure hardware support, the Traffic Manager can use keys stored in an Azure
Key Vault for SSL decryption (virtual servers) or SSL encryption (pools). The Traffic Manager cannot use
stored keys for other purposes such as SSH or DNSSEC.

If the Traffic Manager is configured to use FIPS mode (see “FIPS Validation in the Traffic Manager” on
page 403), communications with the Azure Key Vault REST API operate in FIPS mode as well.

To use the Azure Key Vault, the Traffic Manager's DNS must be able to resolve the hostnames of both
the Azure Key Vault server and Microsoft's login server. The Traffic Manager must also be able to
establish outgoing TCP connections on port 443. If your Traffic Manager system is firewall restricted,
you must ensure your firewall is configured to allow this communication channel.

Note: For instructions on setting up and managing an Azure Key Vault, see http://azure.microsoft.com/en-us/
documentation/services/key-vault/.

Using an HSM device or Azure Key Vault service offloads SSL computation (the RSA private key decryption)
from the Traffic Manager system's CPU onto the SSL cryptographic device to which you connect. Some
PKCS#11 devices also provide hardware key management, so that the private key is stored securely on the
hardware device and cannot be accessed directly without the correct authentication.

As RSA cryptographic operations being performed on an SSL cryptographic device or service are outside of the
Traffic Manager FIPS 140-2 Cryptographic Boundary, you should independently ensure that your cryptographic
device or service is sufficiently conformant to FIPS 140-2 for your requirements.

Note: Some Traffic Manager variants, su