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INntroduction

Purpose of this Guide

This guide describes how to configure Pulse Secure Virtual Traffic Manager (the Traffic Manager) to load
balance VPN connections to an active-active Pulse Connect Secure (PCS) cluster.

Prerequisites

This guide assumes you are familiar with the operation and administration of Pulse Connect Secure and Pulse
Secure Virtual Traffic Manager.

This guide does not cover the initial installation tasks associated with setting up PCS or the Traffic Manager.
The steps referred to in this guide assume you have a fully working and licensed set of PCS and Traffic
Manager instances, and that your Traffic Managers are joined in a fault-tolerant cluster.

Note: While the Traffic Manager can operate as a singular instance, Pulse Secure recommends you deploy a
cluster of two or more Traffic Manager instances for full fault-tolerance and failover in the event of service
disruption. References to the Traffic Manager throughout this guide should be understood to refer to the
configuration shared across all Traffic Manager instances.

For details of how to create a Traffic Manager cluster, see the Pulse Secure Virtual Traffic Manager: Installation
and Getting Started Guide applicable to your product variant.

The Challenge

PCS supports two types of clusters:

Failover clusters (also known as active/passive clusters)
Load balancing clusters (also known as active/active clusters)

Failover clusters provide high-availability. If the active machine is unable to provide a service, the passive
machine takes over hosting the service. Failover clusters require only a single IP address to operate and so do
not require load-balancing functionality, however they are limited to operating in pairs and cannot scale if the
number of users exceeds the capacity of a single PCS server.

Load balancing clusters address these limitations by allowing up to four PCS servers to be joined in an active/
active deployment model. All the PCS servers in the cluster can actively handle user sessions, and if one
should fail the user can connect to a different server to resume their session.

Load balancing clusters require an external device to distribute incoming user sessions between the active
PCS servers. The load-balancing device must be able to evenly distribute user sessions across the PCS servers
and monitor the health of the servers so users can be directed away from a failed cluster member.
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The Solution

Pulse Secure Virtual Traffic Manager provides the all the necessary capabilities to load balance incoming user
sessions across an active-active PCS cluster based on the health of each PCS instance and, optionally, the
number of free license seats remaining.

This deployment guide describes how to configure your PCS servers to function as an active-active cluster, and
then how to configure the Traffic Manager with a load-balancing service to distribute user session load across
the cluster.

Figure 1 Load-balancing traffic across a pair of PCS instances

Active-Active pair

N

B oo ]
PCS

Traffic B N

Client Manager e
PCS

Configuration Summary
To apply load-balancing across your PCS instances, perform the following steps:

1. Configure your PCS instances as an active-active cluster pair.
2. Configure the Traffic Manager with UDP (Streaming) and SSL services, directed at your PCS cluster.

3. Optionally, add weighted load balancing based on the detected free license capacity on each PCS
instance.

The remainder of this guide describes each of these steps in detail.

2 © 2019 Pulse Secure, LLC.
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Configuring Pulse Connect Secure as an
Active-Active Cluster Pair

Before you begin, make sure the following conditions are met:

Your Pulse Connect Secure (PCS) instances are installed and configured in the same subnet
All PCS instances run the same software version
All PCS instances use the same hardware platform

Your Pulse Secure Virtual Traffic Manager (Traffic Manager) instance is installed, configured for basic
operation, and visible to your PCS instances

To create an active-active PCS cluster pair, perform the following steps:

1.

© 2019 Pulse Secure, LLC.

Login to the Admin Ul on one of your PCS instances.

Note: Choose the instance that you want to designate as the “leader” for the cluster. The leader
instance replicates its own configuration out to any other PCS instances you join to the cluster.

Click System > Clustering > Create Cluster and type a name for the cluster, a cluster password, and a
name for this cluster instance.

All instances that you join to the cluster use the password you specify here for administration and
internal communication.
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Figure 2 Creating a new PCS cluster

Secure

Pulse Connect Secure

Authentication Admimistrators Users Mantenance Wizards

Clustenng = Create New Cluster

Join Create
Type: WA-DTE
Cluster Mame: | psa-Thduster _ :_.__. ____ N

Cluster Password: | P

Confirm Passwnrd:l

Member Mame: pcsnode-A

3. To create the new cluster, click Create Cluster. When prompted to confirm cluster creation, click
Create.

After PCS initializes the cluster, the Clustering page displays Status and Properties tabs.

4. Inthe Properties tab, locate the “Configuration Settings” section and make sure “Active/Active
Configuration” is selected. To save any updates, click Save Changes.

4 © 2019 Pulse Secure, LLC.
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Figure 3 Setting Active/Active cluster configuration
% Configuration Setfings

() Active/Passive configuration
This is a high-availability faillover mode, in which one nodeis active while the otheris held as backup.

Internal VIP:

|P\-’4Z| IPvﬁ:l
External VIF:

IP'ur4:| IP'urﬁ:l
( w AclivelAciive cnnﬁguraﬁﬁn»
This mode requires an external load-balancer.

5. Tojoin an additional PCS instance to the cluster, select the Status tab and then click Add Members.

6. Specify the joining instance name, IPv4 address, netmask, and internal gateway. To add the specified
instance to the cluster, click Add and then click Save Changes.

Figure 4  Adding a cluster member
Clustenng = Cluster Add

Cluster Add

Cluster: psa-7k-cduster

=] Node Name Internal IPv4 address Internal IPv4 Netmask Internal IPv4 Gateway

||:|csnade—E 192.02.2 | 25525500 | 192.0.2.0 Add

Mote: after the changes are saved, you must click "Network” on theleft pand to check and ensure the network setings for all new
nodes are fully configured prior to their joining. Keep in mind that the enfire state currenfly on the new nodes will be completely
overyritten during thejoining process.

Save Changes Cancel

7. Your first PCS instance must be enabled before you can complete the remaining steps. If the PCS
instance is not enabled automatically, enable it manually on the Status tab by ticking the
corresponding checkbox and clicking Enable. On the confirmation page that follows, click Enable.
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Figure 5 Manually enabling the leader PCS instance

Clustenng = Cluster Status

Cluster Status

Cluster Name: psa-7k-cluster
Type: VA-DTE

Configurafion: Acive/Acive

T D
10

- |records per page

= Member Name  Internal Address  Bxternal Address
@) -

4 posnode-A 192.0.2 1116

O pcsnode-B 192.0.2.2/16

" Indicates the node you are currenily using

Status

Search:l
MNotes Sync Rank
Update
Disabled | 0
Enabled, | 0
Unreachable

+— Previous - Next —

8. Next, login to the Admin Ul on the second PCS instance, and navigate to System > Clustering >

Cluster Join.

9. Type the name and password of the cluster you want this PCS instance to join, and specify the IP
address of the PCS instance on which you just created the named cluster. Click Join Cluster to begin
the process, then click Join on the confirmation page that follows.

© 2019 Pulse Secure, LLC.
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Figure 6  Joining a cluster defined on another PCS instance

Clustenng = Join Exsting Cluster

Join Existing Cluster

Cluster Name: | psa-Tl-duster Name of the duster to join
Cluster Password: |
Existing Member Ad deSSil 192.0.21 Internal IP address of any exising duster member

Note: For further information on PCS cluster configuration, refer to the Clustering section of the Pulse
Connect Secure Administration Guide.

To confirm the status of your cluster, and the assigned internal and external interfaces, click System >

Clustering > Status. Observe the “Status” and “Notes” fields alongside each cluster member for indications of
any unresolved communication issues.
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Configuring the Traffic Manager

When a client attempts to establish a VPN session with Pulse Connect Secure (PCS), it starts by creating a
secure TCP control connection. After authenticating over this connection, the client then attempts to send ESP
traffic over a secure UDP channel. As such, Pulse Secure Virtual Traffic Manager (the Traffic Manager) must be
configured to receive both types of traffic and must load-balance both TCP and ESP traffic originating from the
same client to the same PCS instance.

In the event that a secure UDP channel cannot be established between the client and the PCS server, the client
falls back to using the TCP connection for the VPN traffic.

Figure 7 Traffic Manager Configuration Overview

Traffic
Manager

Secure TCP

=& I;l o IP Session
1 FPersistence

Client ESP mode
Virtual Server
(LIDP port 4500)

Pulse Secure Virtual Traffic Manager versions 18.2 and later include a wizard to create automatically all the
required services to communicate with your PCS instances (see “Using the Load-balance Pulse Connect
Secure Wizard” on page 10). For Traffic Manager versions earlier than 18.2, you must manually set up the
Traffic Manager configuration illustrated above (see “Configuring the Traffic Manager Manually” on page 16).

© 2019 Pulse Secure, LLC. 9
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Pulse Secure Virtual Traffic Manager versions 19.3 and later, in conjunction with Pulse Connect Secure versions
9.1R3 and later, include the optional capability to communicate the real-time number of free license seats
available on each PCS instance. This information provides the Traffic Manager with enhanced load awareness
and can help to ensure user sessions are more evenly distributed across the PCS cluster. To learn more about
this capability, see “Optional: Weighted Load Balancing with Service Discovery” on page 28.

The remainder of this guide assumes that you have already created an active-active PCS cluster pair, as
described in “Configuring Pulse Connect Secure as an Active-Active Cluster Pair” on page 3.

Using the Load-balance Pulse Connect Secure Wizard

Note: This section applies only to Traffic Manager versions 18.2 and later. For versions earlier than 18.2, see
instead “Configuring the Traffic Manager Manually” on page 16.

To run the wizard, click the "Wizards” drop-down menu in the tool bar, then select “Load-balance Pulse
Connect Secure”,

Figure 8  Running the “Load-balance Pulse Connect Secure” wizard

myPSvTM.cam.zeus.com {admin/admin) Logout

Secure’ virtual Traffic Manager 4000 VH 18.2 Cluster: OK

ﬂ Sm ¢+ 0O Wizards v|[a | Help

Wizards

Last successful login by admin: 2018-06-27 08:39:17 +0100 from 172| ———————

Failed login attempts since then: none. Manage a new service
Luad—balance Pulse Connect Secure

Optimize a web application k‘
Traffic Disgble a node
myPSvTM Drain a node
Managers 10.62.170.102 Reactivate a node

Remove a node

SSL Decrypt a service
Join a cluster
Enable/Disable a rule
Services Backup my configuration

http E]E] v Restore from a backup
HTTP (80) Frerme [“5%] Defsuit Pool

The Traffic Manager displays the first page of the wizard.
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Figure 9  Starting the “Load balance a Pulse Secure cluster” wizard

Load-balance Pulse Connect Secure, step 1 of 8
1. Load-balance Pulse Connect Secure

This wizard will guide you through the process of configuring the traffic manager to load-balance VPN
connections to a Pulse Connect Secure service.

The wizard requires you to input a hostname or IP address for each Pulse Connect Secure instance.

If the service is to listen on a Traffic IP address, then an appropriate Traffic IP group should be created
before commencing this wizard.

| Cancel | | - Back | | Next » |

Click Next to continue.

Note: Click Cancel at any time to cancel the wizard without making any changes. Use Back to return to the
previous page and Next to continue on to the next page.

Figure 10 Providing an identifying name for the services

Load-balance Pulse Connect Secure, step 2 of 8

2. Name service

Enter a name to identify the service that is to be load-balanced. All configuration created by this wizard
will be prefixed with the name entered here.

Mame: Cambridge

| Cancel | | - Back | | Next » |

© 2019 Pulse Secure, LLC. 1
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The Traffic Manager uses the identifier you provider here as a prefix for all configuration objects it creates
through this process.

Type an identifying name and click Next to continue.

Figure 11 Specifying the IP addresses or Traffic IP groups this service should use

Load-balance Pulse Connect Secure, step 3 of 8

3. Listen on address

Select on which IP addresses or Traffic IP groups the service should listen:
All TP addresses
* Traffic IP Groups ...

Traffic IP Group Select

TIPgrouph
TIPgroupB

Cancel | | «Back | | Nextm

Use this page to determine if you want your VPN service to listen on all IP addresses hosted by the Traffic
Manager, or to instead use a previously-defined Traffic IP group. To learn more about Traffic IP addresses and

groups, see “Creating a Traffic IP Group” on page 17.

Select an option from the list and click Next to continue.

12 © 2019 Pulse Secure, LLC.
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Figure 12 Specifying the UDP port number

Load-balance Pulse Connect Secure, step 4 of 8

4. ESP Mode

If your PCS instances are configured to support ESP mode, PCS clients will attempt to send VPN traffic
over a separate UDP channel. Configure this port to match the UDP port setting on the PCS instances.

UDP Port: 4500

| Cancel | | - Back | | Next » |

The Traffic Manager uses the value you specify here to configure the ESP mode UDP streaming virtual server.
Make sure the port number you specify matches the UDP port setting on your PCS instances.

Figure 13 Configuring HTTP redirect

Load-balance Pulse Connect Secure, step 5 of 8

5. Redirect HTTP to HTTPS

Specify whether the traffic manager should redirect HTTP requests to HTTPS. If enabled, users attempting
to connect to PCS over HTTP will be redirected to the secure endpoint.

® Yes
No

HTTP Redirect:

| Cancel | | - Back | | Next » |
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Use this setting to configure the Traffic Manager to ensure requests sent over HTTP are redirected to a secure
HTTPS endpoint. Pulse Secure recommends consulting the network security policies of your organization
before enabling this option.

Click Next to continue.

Figure 14 Adding PCS cluster members

Load-balance Pulse Connect Secure, step 6 of 8

6. Pulse Connect Secure instance addresses

Enter the hostnames or IP addresses of the PCS instances:

Hostname: |192.0.2.1 Add PCS stance

PCS instances:
192.0.2.0

To remove an address from the list, select it and press 'Remove PCS instance':

Remove PCS instance

| cancel | | wBack | | Next»

Use this page to add your PCS cluster to the Traffic Manager. For each cluster member, type the hostname or
IP address into the Hostname field and click Add PCS instance to add it to the list. To remove a PCS instance,
select the corresponding list entry and click Remove PCS instance.

Click Next to continue.

14 © 2019 Pulse Secure, LLC.
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Figure 15 Configuring IP transparency

Load-balance Pulse Connect Secure, step 7 of 8

7. Pool IP Transparency

Specify whether connections from the traffic manager to the PCS instances should appear to originate
from the original client's source IP address.

Mote that if IP transparency is enabled, yvour PCS instances must be configured to route return traffic to
the traffic manager cluster. See the Metwork Layouts section of the User's Guide for details on how to
configure the traffic manager and PCS instances to enable traffic to be routed correctly when IP
transparency is enabled.

» Yes

IP Transparency:
' No

| cancel | | «Back | | Next» |

To enable IP transparency on the VPN service, set IP transparency to “Yes”. To learn more about IP
transparency, see “Optional: Configuring IP Transparency” on page 25.

Click Next to continue.

© 2019 Pulse Secure, LLC.
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Figure 16 Summary of your settings

Load-balance Pulse Connect Secure, step 8 of 8

The following configuration will be created to load-balance Pulse Connect Secure:
Virtual servers:

HTTPS Virtual Server: Cambridge_pcs_https
HTTPS Port: 443
ESP Virtual Server: Cambridge pcs_esp
ESP Port: 4500

HTTP Virtual Server: Cambridge_pcs http

HTTP Port: a0
Listening on: TIPgroupk
Poals:
HTTPS Pool: Cambridge_pcs_https

HTTPS Pool Nodes: 152.0.2.0:443,

192.0.2.1:443
ESP Pool: Cambridge pcs esp
ESP Pool Nodes: 192.0.2.0:4500,
152.0.2.1:4500

Using IP Transparency:

MNode health monitors:
HTTPS Menitor:
ESP Monitor:

HTTP Redirect:
Enabled:

Yes

Cambridge_pcs_https
Cambridge_pcs ping

Yes

Rule: Cambridge_pcs redirect
Session persistence:
Persistence class: Cambridge pcs_ip

To create this service, press ‘Finish'. To change your settings, press 'Back’.

| Cancel | | « Back | | Finish |

This page displays a summary of the proposed Traffic Manager settings. Click Cancel to quit the wizard without
making any changes, click Back to return to the previous page, or click Finish to complete the wizard and
configure the Traffic Manager.

After the wizard has completed all configuration, the Traffic Manager Home Page is updated to show all
running services.

Configuring the Traffic Manager Manually

Use these steps to create or modify the individual configuration objects required by the Traffic Manager to
load-balance a PCS cluster.

Note: This section is applicable to all supported versions of the Traffic Manager. For versions 18.2 and later, use
either the Load-balance Pulse Connect Secure wizard, described in “Using the Load-balance Pulse Connect
Secure Wizard” on page 10, or the individual steps described here.

16 © 2019 Pulse Secure, LLC.



Creating a Traffic IP Group

Permanent IP addresses assigned to the front-end network interfaces on your Traffic Managers are not
suitable to use when you publish your VPN service. In the event of a hardware or system failure in your Traffic
Manager cluster, your services would become partially or wholly unavailable.

The Traffic Manager's fault tolerance capability allows you to configure Traffic IP addresses. These IP addresses
are not tied to individual Traffic Manager instances, and the cluster ensures that each IP address is fully
available, even if some of the Traffic Manager instances have failed.

Traffic IP addresses are arranged into a Traffic IP group. You define the group as spanning some or all of your
Traffic Manager instances. Group members negotiate between themselves to share out the traffic IP
addresses, and each Traffic Manager then raises the IP address (or IP addresses) allocated to it.

To learn more about Traffic IP addresses and groups, see the “Traffic IP Groups and Fault Tolerance” chapter of
the Pulse Secure Virtual Traffic Manager: User’s Guide.

To create a Traffic IP Group, perform the following steps:
1. Login to the Traffic Manager Admin Ul.
2. Click Services > Traffic IP Groups.
3. Inthe “Create a new Traffic IP Group” section, enter the details of your new Traffic IP Group:

Name: Type an identifying name for this group
Traffic Managers: Select the Traffic Managers in your cluster you want to be members of the group

IP Addresses: Type the publicly-visible service IP addresses to be managed by this group, in a
space- or comma-separated list

IP Mode: Choose the IP distribution mode for this group
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Figure 17 Creating a Traffic IP Group

1 Home | & Services||I,|Catalogs £ Diagnose |} Activity | A System (J Web Application Firewall || Wizards v Help
Configuring: Traffic IP Groups | Virtual Servers Pools | Config Summary
Traffic IP Traffic IP Groups

Groups
A Traffic IP group contains a selection of traffic managers and a set of one or more IP addresses that are to be raised at all times on at least one traffic

manager in the group.

You have not created any traffic IP groups yet.

Traffic IP Networks Unfold All / Fold All

Configure interface to network mappings to allow a Traffic IP to be raised on a specific interface without the need for an extra IP.

B i1 Network Settings Edit
Create a new Traffic IP Group
Name: TIPG_PCS
Traffic Managers: Traffic Manager Passive Add
tm-01.cam.zeus.com 7
192.0.2.10
IP Addresses: 192.0.2.50
IP Mode: # Raise each address on a single machine (Single-Hosted mode)

Raise each address on every maching in the group (Multi-Hosted mode) - IPv4 only ...

Use route health injection to route traffic to the active machine - IPv4 only

Create Traffic IP Group

4. To create your group, click Create Traffic IP Group.

Creating an IP-based Session Persistence Class

To ensure that VPN traffic is sent to the same PCS instance that is handling the corresponding control
connection, both TCP and ESP mode pools must have session persistence enabled, with the same persistence
class shared between them.

To create a session persistence class, perform the following steps:
1. Click Catalogs > Persistence.

2. Inthe “Create a new Session Persistence class” section, type a name for the new class and click Create
Class.

18 © 2019 Pulse Secure, LLC.
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Figure 18 Creating a new Session Persistence Class

1 Home | & Services | [[]] Catalogs | £ Diagnose = Activity A System (J Web Application Firewall Wizards ||} Help
Catalogs: Locations | DNS Server | GLB Services | Rules | Java Web Accelerator Monitors SSL  Authenticators | Kerberos | SAML | Protection

| Persistence | Bandwidth SLM | Rate | Cloud Credentials Extra Files

Session Session Persistence Catalog
Persistence
Catalog The Session Persistence Catalog contains a set of dasses which control how to identify sessions and assign the connections to the same node.

Your Session Persistence catalog is empty.

Create new Session Persistence class

Name: PCS_IP_Persistence

Create Class

3. Inthe Session Persistence class edit page, ensure that type is set to “IP-based persistence”. All other
settings can remain using their default values.

Figure 19 Setting IP-based Persistence

Class: PCS_IP_Persistence Unfold All / Fold A

PCS_IP Persistence is currently not being used by any rules or pools.

Last Modified: 9 Jan 2018 15:29

¥ Basic Settings

Each Session Persistence class contrels two main issues: How to identify requests from the same session, and what action to take if the required node is unavailable.

Name: FPCS_|P_Persistence

The type of session persistence to use.
type: # IP-based persistence ...
Send all requests from the same source address or subnet to the same node.
If the subnet prefix length is 0, requests from the same IPv4 or IPv6 source address will be sent to the same node.
If the subnet prefix length is specified, requests from the same IPv4 or IPvE subnet, based on that prefix length, will be sent to the same node.

IPv4 subnet prefix length: |0
IPv6 subnet prefix length: [0

Universal session persistence

Use session persistence data supplied by a TrafficScript rule.
Named Node session persistence

Use a node specified by a TrafficScript rule.

Transparent session affinity

Insert cookies inte the respense to track sessions.

Monitor application cookies ...

Monitor a specified application cookie to identify sessions.

J2EE session persistence

Monitor Java's JSESSIONID cookie and URLs

ASP and ASP.NET session persistence

Manitor ASP session cookies and ASP.NET session cookies and cookieless URLs.
X-Zeus-Backend cookies

Inspect an application cookie named "¥-Zeus-Backend" which names the destination node.
SSL Session ID persistence

Use the SSL Session ID to identify sessions (SSL pass-through only).

4. C(lick Update to save any changes.

Creating PCs Pools

To create the configuration described at the beginning of this chapter, create two separate pools both
containing the active-active PCS cluster pair as nodes. However, the nodes in each pool use a different port:

+ 443 for the secure TCP (SSL) pool

© 2019 Pulse Secure, LLC. 19
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4500 for the ESP mode (UDP streaming) pool

To create the required pool configurations, perform the following steps in the Traffic Manager Admin Ul.
Compete these steps first for TCP and then a second time for ESP:

1. Click Services > Pools.

2. Inthe “Create New Pool” section, enter the details of your new pool. If, for example, your PCS node IP
addresses are 192.0.2.250 and 192.0.2.251, create pools with the following values:

For the TCP pool:
Pool Name: Type an identifying name for your pool.
Nodes: Type “192.0.2.250:443 192.0.2.251:443".
Monitor: Select “Full HTTPS Monitor”.

For the ESP pool:
Pool Name: Type an identifying name for your pool.
Nodes: Type “192.0.2.250:4500 192.0.2.251:4500".
Monitor: Select "Ping Monitor”.

Figure 20 Creating a new pool
4 Home | R Services | [[] Catalogs | £ Diagnose = Activity / System () web Application Firewall || Wizards vl Help

Configuring: Traffic IP Groups Virtual Servers | Pools | Config Summary

A pool manages a group of server nodes. It routes traffic to the most appropriate node, based on load balancing and session persistence criteria.

You have not configured any Pools yet. You must create a pool and a virtual server to manage traffic.

Create a new Pool

Pool Name: PCS_TCP_Pool

Pool Type: & gratic ...
Nodes: |192.0.2.250:443 192.0.2.251:443

Dynamic ...

Monitor: Full HTTPS v
Creale Pool

3. To create the new pool, click Create Pool.

Additional Required Pool Configuration

After the Traffic Manager creates a new pool, the Edit page is displayed in the Admin Ul to facilitate further
configuration. For proper load-balancing of PCS instances, the Traffic Manager requires a number of further
configuration steps to both pools:

In the pool edit page, locate the “Session Persistence” section and set persistence to the /P-based
Persistence class created in “Creating an |P-based Session Persistence Class” on page 18.

20 © 2019 Pulse Secure, LLC.
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Figure 21 Adding Session Persistence

Ceonfiguring: Traffic IP Groups Virtual Servers | Pools = PCS_TCP_Pool > Session Persistence | Config Summary
Edit Pool: PCS_TCP_Pool (not used, 2 nodes)
Session

Persistence Session Persistence ensures that all requests from a client will always get sent to the same node.

Session Persistence Catalog

Choose Session Persistence Class

The default Session Persistence class this pool uses, if any.

Name Type

persistence: None
®  PCS_IP_Persistence IP-based persistence Edit

Update

+ Forthe TCP pool only, click through to the Full HTTPS Monitor settings page (through either the link in
the TCP pool's Health Monitors section, or by clicking Catalogs > Monitors > Full HTTPS) and set path

to the following value:

/dana-na/healthcheck/healthcheck.cgi

Figure 22 Configuring the Path Used for the HTTP Test

¥ Additional Settings

The maximum amount of data to read back from a server, use 0 for unlimited.

max_response_len: |2043 bytes

Whether or not the monitor should connect using SSL.

use_ssl: * Yog Mo

The host header to use in the test HTTP request.

host_header:

The path to use in the test HTTP request. This must be a string beginning with a ¢ (forward slash).

path: fdana-na‘healthcheck/healthcheck cgi

The HTTP basic-auth <users:¢passwords to use for the test HTTP request.

authentication:

A regular expression that the HTTP status code must match. If the status code doesn't matter then set this to .+ (match
anything).
status_regex: M234][0-9][0-5)%

A regular expression that the HTTP response body must match. If the response body content doesn't matter then set this to .+
(match anything).

body_regex:

Configuring Virtual Servers in the Traffic Manager

To create the configuration described at the beginning of this chapter, you must create separate virtual servers

to handle both TCP and ESP mode traffic. Each virtual server balances traffic across the pool of the same

protocol type.

To create the required virtual servers, perform the following steps in the Traffic Manager Admin Ul. Complete

these steps first for TCP and then a second time for ESP:
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1. Click Services > Virtual Servers.
2. Inthe “Create New Virtual Server” section, enter the details of your new virtual server:
For the TCP virtual server:
Name: Type an identifying name for your virtual server.
Protocol: Select "SSL (HTTPS)".
Port: Use the value "443".
Default Traffic Pool: Select your previously created TCP pool.
For the ESP mode virtual server:
Name: Type an identifying name for your virtual server.
+ Protocol: Select "UDP - Streaming".
Port: Use the value "4500".
Default Traffic Pool: Select your previously created ESP mode pool.

Figure 23 Creating a new Virtual Server
1 Home | & Services |[[] Catalogs | £ Diagnose | % Activity / System | (J) Web Application Firewall | Wizards Tia Help

Configuring: Traffic IP Groups | Virtual Servers | Pools | Config Summary
Virtual Virtual Servers

Servers

A virtual server accepts network traffic and processes it. It normally gives each connection to a pool; the pool then forwards the traffic to a server node.

You have not configured any virtual servers yet. You must create a virtual server and a pool to manage traffic.

Create a new Virtual Server

Virtual Server Name: PCS_TCF_VS
Protocol: SSL (HTTPS) v
Port: 443

Default Traffic Pool: |FCS_TCF_Pool v

Create Virtual Server

3. To create a virtual server based on these settings, click Create Virtual Server.

Additional Required Virtual Server Configuration

After the Traffic Manager creates a new virtual server, the Edit page is displayed in the Admin Ul to facilitate
further configuration. For proper load-balancing of PCS instances, the Traffic Manager requires a number of
further configuration steps to both virtual servers:

Set Listening on to the name of the Traffic IP Group created in “Creating a Traffic IP Group” on
page 17.
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Figure 24 Associating a Traffic IP Group with Your Virtual Server

Virtual Server: PCS_TCP_VS (SSL (HTTPS), port 443) Unfold All / Fold All

Pools used by this virtual server:

. PCS_TCP_Pool
Default
Last Modified: 23 Jul 2018 15:48

¥ Basic Settings

The basic settings specify the internal virtual server protocol that is used for traffic inspection, the port and IP addresses the virtual server listens on
the default pool for handling traffic.

Name: PCS_TCP_VS
Enabled: Yes ® No
Internal Protocol: SSL (HTTPS) v
Port: 443

Note: plain traffic can be inspected by using the SSL Decrypt Wizard
Default Traffic Pool: FCS_TCFP_Fool v
Listening on: All TP addresses
*' Traffic IP Groups ...

Traffic IP Group Select

TIPG_PCS d

Domain names and IP addresses ...

Notes:
P

Update @ View traffic on World Map

+ For the TCP virtual server, in the virtual server edit page, locate the “Protocol Settings” section. Set

timeout to "1260".
Figure 25 Setting the HTTP Connection Timeout
Configuring: Traffic IP Groups ‘ Virtual Servers > PCS_TCP_VS > Protocol Settings | Pools | Config Summary

Protocol Virtual Server: PCS_TCP_VS (SSL (HTTPS), port 443) Unfold All / Fold All

Settings
Settings controlling how the virtual server communicates with the remote client.

¥ Timeout Settings

How the virtual server handles connection timeouts.

The time, in seconds, to wait for data from a new connection. If no data is received within this time, the connection will be
closed. A value of e (zero) will disable the timeout.

connect_timeout: 10 seconds

A connection should be closed if no additional data has been received for this period of time. A value of e (zero) will disable
this timeout. Note that the default value may vary depending on the protocol selected.

timeout: 1260 seconds

The total amount of time a transaction can take, counted from the first byte being received until the transaction is complete.
For HTTP, this can mean all data has been written in both directions, or the connection has been closed; in most other cases

it is the same as the connection being closed.
The default value of e means there is no maximum duration, i.e., transactions can take arbitrarily long if none of the other

timeouts occur.

max_transaction_duration: |0 seconds

- For the ESP mode virtual server, in the virtual server edit page, locate the “Protocol Settings” section.
Set udp_timeout to “120".
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Figure 26 Setting the UDP Timeout

Configuring: Traffic IP Groups | Virtual Servers > PCS_ESP_VS > Protocol Settings | Pools | Config Summary |

Protocol Virtual Server: PCS_ESP_VS (UDP - Streaming, port 4500) Unfold All / Fold All
Settings

Settings controlling how the virtual server communicates with the remote client.

¥ UDP-Specific Settings

How the virtual server handles UDP traffic.

The virtual server should discard any UDP connection and reclaim resources when no further UDP traffic has been seen within
this time.

udp_timeout: 120 seconds

The virtual server should discard any UDP connection and reclaim resources when the node has responded with this number
of datagrams. For simple request/response protocols this can be often set to 1. If set to -1, the connection will not be
discarded until the uda_timeout is reached.

udp_response_datagrams_expected: |-1

Whether or not UDP datagrams should be distributed across all traffic manager processes. This setting is not recommended if
the traffic manager will be handling connection-based UDP protocols.

udp_port_smp: Yes * No

Whether UDP datagrams received from the same IP address and port are sent to the same pool node if they match an existing
UDP session. Sessions are defined by the protocol being handled, for example SIP datagrams are grouped based on the value
of the Call-ID header.

udp_endpoint_persistence: ® Yeg Mo

Starting your Services

Your services are created in a disabled state. To allow them to receive traffic, you must first enable each virtual
server from either the Home Page or from the individual virtual server edit pages.

Figure 27 Starting Your Services Through the Home Page

tm-01.cam.zeus.com {(@dmin/admin) Logout

Secure® virtual Traffic Manager Appliance: Developer mode 18.2 (Max Bandwidth 1Mb/s)

Cluster: OK 0b/s :

ﬂ Home | & Services  [I] Catalogs | £ Diagnose }# Activity A System (J Web Application Firewall || Wizards v |Q | Help

Traffic T tm-01
Managers ERHEAT

Services -
& PCS_TCP_VS (»](m) PCS_TCP_Pool
S5L (HTTPS) (443) Stopped Defsult Pool
@ PCS_ESP_VS E] PCS_ESP_Pool
UDP - Streaming (4500) Stopped = | Default Fool
Event Log a : 3
' 09/Jan/2018:16:26:21 +0000 INFO Virtual Server PCS_ESP \/S: Configuration file added tm-01
+ 09/]an/2018:16:23:55 +0000 INFO Virtual Server PCS_TCP_VS: Configuration file added tm-01
« 09/1an/2018:16:14:50 +0000 INFO Fault_ToIerance 192.0,2,50:_R.a|smg Traffic IP Address; local machine is working; this B=] tmeo1
machine has network connectivity.
+ 09/]an/2018:16:14:50 +0000 INFO Fault Tolerance: All machines are working tn-01
« 09/]an/2018:16:14:50 +0000 INFO Traffic IP TIPG_PCS: Configuration file added tn-01

@ Examine Logs
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To start or stop a virtual server from the Home Page, click the corresponding Play or Stop icon. The Event Log
displays the outcome of each action, providing feedback on any communication or service disruption issues
that arise.

Optional: Configuring IP Transparency

The manual configuration steps described in this guide provide basic load-balancing services for your PCS
cluster. The Traffic Manager listens for incoming connections and balances them across your PCS nodes. A PCS
node sees the incoming traffic as having originated from the Traffic Manager's back-end IP address, and so
sends a response back to the same address. The Traffic Manager then passes this response back to the client.

In some circumstances, you might want to propagate the client IP address through to the PCS node, such that
PCS observes the connection as having originated from the client's own IP address rather than the IP address
of the Traffic Manager. For this scenario, configure your Traffic Manager's PCS pools with [P transparency.

To enable transparency for a pool, perform the following steps:

1. Login to the Traffic Manager Admin Ul

2. C(lick Services > Pools.

3. (Click the name of the pool you want to modify.
4. In the pool edit page, click IP Transparency.
5. Set transparent to “Yes".

6. Click Update to apply the change.
Figure 28 Adding IP transparency to a pool

4 Home | Services | [[]| Catalogs | £ Diagnose | }2% Activity / System () Web Application Firewall Wizards bl Help
Configuring: Traffic IP Groups Virtual Servers | Pools = PC5_TCP_Pool = IP Transparency | Config Summary
P Pool: PCS_TCP_Pool (SSL (HTTPS), 2 nodes). Unfold All / Fold All

Transparency

Configure whether connections to the back-end server should appear to originate from the traffic manager or from the remote client.

¥ IP Transparency

The IP transparency settings allow you to configure whether or not the traffic manager should preserve the client's source IP address when connecting to a
server. IP transparency requires appropriate kernel support and correctly configured routing tables on the back-end nodes. Refer to the User's Guide for more
details on how to configure your network for IP transparency.

Whether or not connections to the back-ends appear to originate from the source client IP address.
transparent: ® Yeg No

Where possible, the traffic manager will use the system's packet filter rules tables to implement IP transparency. The configuration is applied using the iptables
utility. Some additional system-wide settings for managing how the traffic manager uses iptables are available on the System = Networking page.

Modify global IP transparency settings

Apply Changes

Update

7. Repeat the procedure as necessary to ensure transparency is enabled for both the SSL pool and UDP
streaming pool.
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With transparency enabled, PCS observes a request as having originated from a remote client rather than the
Traffic Manager and consequently addresses its responses back to the same client IP address. However, for
transparency to operate correctly, each PCS instance must route its responses back through the Traffic
Manager that sent the request. To achieve this, configure your PCS instances to use the Traffic Manager as the
default gateway.

Figure 29 Setting the PCS default IPv4 gateway

?‘_-_0 Network Settings (for node pcsnode-B)
@ Internal Port - Settings

%Seﬂings for: pesnode-B (this node) 5
Overview External Port Management Part V0LANS Routes Hosts VPN Tumneling

Settings Virtual Ports ARP Cache ND Cache
T

Enter the network settings and click the Save Changes button at the bottom of the page.

¥ IPV4 Settings

“IP Address: | 182.0.2.2 B
“Netmask: | 255.255.0.0
*Default Gateway: | 192.0.2.10

Note: If you need to specify static routes, you can do so on the Static Routes page.

For singular Traffic Manager instance deployments, this arrangement is straightforward. All PCS instances
receive requests from the same Traffic Manager, and route responses back to the same gateway address. For
Traffic Manager clusters, requests could be received from any Traffic Manager instance in the cluster; which in
turn requires more careful gateway routing configuration.

Configuring Transparency with a Traffic Manager Cluster

Using IP transparency with a cluster of Traffic Managers introduces additional complexity because each PCS
instance is configured to route traffic to a single gateway IP address. However, any of the Traffic Managers in
the cluster can send transparent connections to a PCS instance, and each PCS must route the response back
to the Traffic Manager that originated the connection.

To address this problem, use a traffic IP group in your Traffic Manager cluster containing two IP addresses; the
front-end IP address for incoming client traffic, and a back-end IP address that resides on the server side
network. To ensure response traffic is routed to the originating Traffic Manager, use the keeptogether option.
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Figure 30 Configuring a Traffic IP group to bind together the Traffic IP address and server-side IP address

Client connections

Traffic IP :
7~ address 192.0.2.50 Traffic

Managers
N — o O, —
H Active Passive

I\ Server-side
= b Address | 192.0.2.60

Oy (e {mm—ty PCS Instances

(Default gateway: 192.0.2.60)

The scenario described earlier in this guide uses a traffic IP group to provide a fault-tolerant service IP address.
Modify this traffic IP group by adding the back-end server side IP address. Then, ensure both IP addresses are
raised on the same Traffic Manager by setting the keeptogether option to yes.

Figure 31 Enabling "keeptogether” in the traffic IP group

IP Distribution Mode

The method used to distribute traffic IPs across machines in the cluster. If "multihosted” is used then =sulticast must be set
to an appropriate multicast IP address.

mode: @) Raise each address on a single machine (Single-Hosted mode) ...

Raise all IPs on the same machine? (keeptogether) @ Yes 1 No
How should Traffic IPs get assigned to traffic managers? | Approximately balanced between traffic managers % |

Raise each address on every machine in the group (Multi-Hosted mode) - IPv4 only ...
Multicast IP to share data with: 238.101.1.1

Consider client source port when splitting load? Yes *) No

Use route health injection to route traffic to the active machine - IPv4 only ...

RHI protocols to be used to advertise Traffic IP addresses | OSPF ¥/

OSPF routing metric for the active machine 10

OSPF routing metric offset for the passive machine 10

BGP routing metric for the active machine 10

BGP routing metric offset for the passive machine 10

Finally, set the default gateway on each PCS instance to the server side IP address used in the traffic IP group.
For more details, see Figure 29 on page 26.

To learn more about Traffic IP addresses and groups, see “Creating a Traffic IP Group” on page 17.

To learn more about traffic routing with IP transparency, see the “Network Layouts” chapter of the Pulse Secure
Virtual Traffic Manager: User’s Guide.
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Optional: Weighted Load Balancing with Service Discovery

Note: This section is optional, and applicable only to deployments consisting of Pulse Secure Virtual Traffic
Manager 19.3 and later, and Pulse Connect Secure 9.1R3 and later.

The Traffic Manager can use a feature called Service Discovery to query the number of free license seats on
each PCS instance in your deployment. The Traffic Manager can then use this information with weighted load
balancing to avoid over-provisioning a single PCS instance.

The Traffic Manager uses the PCS healthcheck API to discover the number of free license seats, and in turn to
bias new connections to devices that report they have a greater license capacity.

To use this feature, first configure PCS to accept healthcheck requests from your Traffic Manager cluster. Then,
configure the Traffic Manager to use the API to send requests to your PCS instances.

Configuring PCS to Accept Healthcheck Requests

Your PCS instances must be configured with the list of devices that should be allowed to make healthcheck
requests. To configure PCS to accept healthcheck requests from all Traffic Managers in your cluster, login to
the PCS Admin Ul and click System > Configuration > Health Check Options. Use this page to add each of
your Traffic Manager's back-end IP address to the list of devices authorized to perform healthcheck requests.
Repeat this step on all PCS instances.

Configuring the Traffic Manager to use the Healthcheck API

To instruct your Traffic Managers to use the healthcheck API, reconfigure your PCS pools in the Traffic Manager
Admin Ul to use the built-in PCS Service Discovery plug-in.

Prior to configuring your pools, you can test healthcheck APl connectivity from the Service Discovery catalog
page. This can help validate that PCS has been correctly configured, that the plug-in arguments are
syntactically correct, and that your PCS instances are of the correct software version to provide license data. To
test the plug-in, login to the Traffic Manager Admin Ul and click Catalogs > Service Discovery. Locate the
Builtin-PCS_PPS plug-in and use the "Test plugin" section to send a test argument string to the plug-in. For the
correct argument syntax, see the entry for "service_discovery!plugin_args" in the following table.

After you have successfully tested API connectivity, edit your PCS pool configuration and select the Service
Discovery sub-section (click Services > Pools > Edit > Service Discovery). From this page, complete the
following required configuration items:

Configuration Item Setting

service_discoverylenabled Set to "Yes"

service_discoverylplugin Select "builtin-PCS_PPS"
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Configuration Item Setting

service_discoverylplugin_args For the HTTPS pool, use the following argument:
--nodes="192.0.2.0:443 192.0.2.1:443" --info

For the ESP pool, use the following argument:
--nodes="192.0.2.0:4500 192.0.2.1:4500" --info

For the —-nodes argument, substitute in a space or comma separated list of
your PCS node IP addresses, as also specified during the “Load-balance Pulse
Connect Secure” wizard (see Figure 14 on page 14).

The -—info argument places INFO messages in the Traffic Manager Event Log
whenever a change is detected in the relative node weights (used by the load-
balancing algorithm). If such log message are not required, you can safely omit
this argument.

Note: For the ESP pool, make sure the port number you use matches that
specified during the “Load-balance Pulse Connect Secure” wizard (see
Figure 12 on page 13).

To test an argument string without reconfiguring your pools, use the "Test
Plugin" section in the Builtin-PCS_PPS Service Discovery catalog page.

To save your changes, click Update. Note that in the pool edit page, the node list is no longer configurable.

Next, select a "Weighted" load-balancing algorithm (click Services > Pools > Edit > Load Balancing). You must
complete this process for both PCS pools in your Traffic Manager configuration.

To learn more about Service Discovery, see the Pulse Secure Virtual Traffic Manager: User’s Guide.
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Verifying Operation

To view the traffic for active users currently connected to your Pulse Connect Secure (PCS) cluster pair, login to
the PCS Admin Ul and click System > Status > Active Users. This page displays a list of active users and the
PCS node to which they are connected.

Figure 32 Active users.

SiEiuE > Aciive Users

Aclive Users

Actvity Ovarviaw Named Users Wemating Schedule ‘irtual Desitop Sessions Davicas

Show users nameul " Snou{ 200 e Update

Delete Session... Delete All Sessions... Refresh Roles

Number of Users: 11

@ | |Users Realm Roles Signedin Mode WPH Tunneling IP VPH Tunnel Transport Mode Device Details Agent Type Agent Version Endpoint Security Status
[l admin1 Admin Users  Administraters 201777121 15:54.52 pcsnode-A Windows 8.1 FireFox Hot Applicable
[l admindb | Admin Users  Administrators | 2017721 155817 pesnode-A Wingows T FireFox Not Applicable
] useriD1 Users Users 20177121 15:56:42 pesnode-A Meoleris A Hot Applicable
B8 useri0z | Users Users 20171721 15:56:44 pesnode-B Meoternis A Not Applicable
al useri03 | Users Users 20177121 15:56:45 | posnode-A Meoteris A Not Applicable
Ll useri04 | Users Users 20177121 15:56:45 | posnode-B MNeoteris A Not Applicable
Ll useri05 | Users Users 20177121 155648 | pesnode-A Neoteris A Hot Applicable
[l user106 Users Users 20177121 15:56:53 pesnode-B Meoleris A Hot Applicable
F useri07 | Users Users 20177121 15:56:58 pcsnode-A Meoteris A Hot Applicable
4 | useri0d | Users Users 20177121 15:57.08 pcsnodeB Maoleris A Hot Applicable

To view the IP address for each user, click System > Log/Monitoring > User Access > Log.
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Figure 33 User Access Log

LogMonioring = User Access > Logs.

Logs
Events Admin ACcrss Sensors Chent Logs ShMP Statstics Advanced Sedfings

Log Sattings Filbars

Wigw by filler: Standard:Standard (default) Bﬂiw 200 items
Etﬂlo.lﬂml
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AUTIAEDS  2017-07-21 155713 - poimodard - [192.0.210] useet 1 D{UserlUisers] - Login suookeded for userl 1 D/Usen (seasion Tobifda7a) ko

AUT24328  2017-07-21 15.57:13 - posmederA - [192.0.210] usert10{Users)] - Primary for userl Locel frs

AUTI1E04  2017-07-21 15:58:58 - pesmoderd - [192.0.210] useri0T{Usen)Usen] - Login sucoseded for user107/Usens (semion: 8482542}

AUT24326  2017.07.21 15:88:58 . pesmode-A . [192.0.210] usertB7(Usarsy] - Primary for user107) Local g

AUTIIE04 20470721 158848 « posncderA - [192.0.210] user!02{Users)|Usans] - Login sucosaded lor user108/Users (sessicn: AThS044b)
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